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an Standard Code for Information Inter
hangeASMD 
harts � Algorithmi
 State Ma
hine and Data path 
harts. A means ofrepresenting a design that in
ludes a data path and a 
ontroller [12℄B � byte or bytesb � bit or bitsCD � Compa
t DiskCOTS � Commer
ial-o�-the-ShelfDC � Dire
t CurrentDMA � Dire
t Memory A

ess. A means of transferring data without use of thesystem's main pro
essordB
 � Power relative to a
tual 
arrier powerdBFS � Power relative to full-s
ale or the maximum theoreti
al 
arrier powerdBm � Power relative to 1 mVENOB � E�e
tive Number of Bits. See subse
tion B.2.1FIFO � First-in-First-Out storage stru
tureFPGA � Field Programmable Gate ArrayG � 109 (e.g. 1 Gb/s = 109bits per se
ond) when referring to data rates. 230 (e.g.250 GB = 250 × 230bytes) when referring to data blo
k sizeGUI � Graphi
al User Interfa
ek � 210M � 106 (e.g. 100 Mb/s = 100× 106bits per se
ond) when referring to data rates.

220 (e.g. 10 MB = 10 × 220 bytes) when referring to data blo
k sizex
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Chapter 1
Introdu
tion
Digital systems pervade the world around us. The interfa
e between analogue datasour
es and these digital systems are the realm of analogue to digital 
onverters(ADCs) that a
quire digital snap-shots of data for further pro
essing. Some appli-
ations require high sampling rates or high resolution data (or both). In additionto this, 
ertain appli
ations require the 
apture of large amounts of data.A good example of an appli
ation requiring a high sampling rate and high reso-lution data, is a digital spe
trum analyser used to analyse large bands of a spe
-trum and o�er pre
ise results. Radar systems su
h as syntheti
 aperture radars usepost-pro
essing te
hniques on large quantities of data1. A developing �eld requir-ing versatile data 
apture systems is that of software de�ned radio (SDR). It is �a
olle
tion of hardware and software te
hnologies that enable re
on�gurable systemar
hite
tures for wireless networks and user terminals�[10℄2.This do
ument gives details on a proje
t to build a high speed, high resolutiondata a
quisition system that is 
apable of performing to some of the most stringentrequirements. Spe
i�
ally, this thesis do
uments the design, implementation andtesting of �rmware implemented in an FPGA in a 
ommer
ial data 
apture 
ard aspart of the system. This �rmware would fa
ilitate the real-time transfer of 
aptureddata to RAM in a host PC.1.1 OverviewThis se
tion gives an overview of the 
hapters to follow in this do
ument. A briefdes
ription along with signi�
ant information and �ndings of ea
h is given in thefollowing subse
tions.1See http://rrsg.ee.u
t.a
.za/sasar/ for an example of su
h a system2An open sour
e Software De�ned Radio proje
t is run by the GNU foundation. Details 
an befound at http://www.gnu.org/software/gnuradio/1



1.1.1 System Design and ImplementationThis 
hapter is split into various se
tions detailing the design and implementationof the �nal system.The �rst se
tion of this 
hapter gives various fun
tional and stru
tural system re-quirements. These outline a high performan
e data 
apture system 
apable of sam-pling two 
hannels of data at 100 MHz 
ontinuously for up to 5 se
onds. The systemwas to be 
omposed of a 
ommer
ially available data 
apture 
ard plugged into ahigh performan
e PC. Data would be 
aptured in the data 
apture 
ard and bepassed on via the PC's PCI bus for storage in RAM. Firmware and software would
oordinate this transfer.The following se
tion gives information on system operation during data 
apture.This pro
ess is broken into a number of steps with details on the role di�erent system
omponents play in ea
h step. Details on the format of the resultant data are alsogiven.Various system 
on�guration options are provided in the following se
tion. Thesein
lude di�erent data resolutions, trigger sour
es, 
lo
k sour
es and tag values to beused when marking various events during data 
apture.The following se
tion gives detailed information on hardware 
hosen for the system.Details are provided on the host PC, ADC 
ard and PMC to PCI adapter 
ard used.Following this is a se
tion giving basi
 information on the PCI devi
e driver andsoftware appli
ation suite implemented to 
on�gure the system and 
oordinate data
apture.The design of the 
ustom �rmware ne
essary to 
apture, prepro
ess and forward thedata to the rest of the system is then des
ribed. Challenges and the design strategiesimplemented to over
ome them are shown in Table 1.1. This se
tion in
ludes detailsof the various versions of �rmware produ
ed in the prototyping design loop used toprodu
e the �nal version.1.1.2 Testing and ResultsThe system was tested to 
he
k its 
onforman
e to requirements and this 
hapterdetails the results of these tests. These results are broken into two se
tions.The �rst se
tion details tests to verify the basi
 fun
tionality of the system. Thisfun
tionality and the results obtained from the tests are shown in Table 1.2.The following se
tion relates to the system performan
e in terms of data rates,
aptured blo
k sizes and data quality. The results of these tests are summarized in2



Table 1.1: Firmware 
hallenges and appropriate design strategiesChallenge Design strategy employedUnknown performan
e of PCI �rmware,PCI bus, operating system and softwarein terms of sustained data rates. A prototype based system implementa-tion strategy was used to design iterativelyhigher performan
e systems.Unknown performan
e of PCI �rmware,PCI bus, operating system and softwarein terms of laten
ies. Bu�ering of data to 
ater for periodi
stoppages was implemented. Firmwarewas designed to 
ater for and re
over fromo

asional data loss. Bu�er over�ow wasrestri
ted to o

ur only in the 
ustom�rmware module.Unknown 
apability of �rmware in FPGAto perform to required 
lo
k frequen
y. Firmware was designed to in
lude heavypipelining and redu
ed fan out from reg-isters to in
rease the possible 
lo
k fre-quen
y.Time 
onstraint. A Prototyping strategy was used to en-sure a working system, even if not at therequired performan
e level.Table 1.3.1.1.3 Con
lusions and Re
ommendationsThis �nal 
hapter gives 
on
lusions rea
hed about the proje
t. The system is foundto 
onform to spe
i�
ations with s
ope for improvement in terms of fun
tionalityand performan
e.Improvements envisioned for future systems are as follows;
• The use of FPGAs 
ontaining a larger amount of RAM or a more appropriateZBT RAM module to redu
e the likelihood of data over�ows in the 
ustom�rmware module.
• The system should be tested with better quality signal generators and Nyquist�lters.1.1.4 High Speed Firmware Design Te
hniquesDuring design and implementation, various te
hniques had to be employed to enablethe �rmware to perform to the 
lo
k frequen
y required. Fa
tors a�e
ting the speedat whi
h �rmware 
an operate are dis
ussed. This appendix provides informationon methods to 
ombat these sour
es of delay.3



Table 1.2: System fun
tionality test resultsFun
tionality Test ResultsData format. Data format was found to be predi
table. This in
luded format inrespe
t of the following;
• The position and behaviour of syn
hronisation �ags and the wayin whi
h data behaved in their presen
e.
• The stru
ture of data with the system operating in di�erent dataresolution 
on�gurations
• The pla
ement and stru
ture of over�ow markers and the way inwhi
h data behaved in their presen
e.Transfer start andend. Very large transfers (250 GB) of data were 
aptured without disruption.Multiple (800) transfers were performed su

essfully with a softwaregenerated trigger.Trigger sour
es. Transfers using the various trigger sour
es were initiated su

essfully.Over�ow dete
-tion. Over�ows were for
ed and the system reported them predi
tably.Su

essful 
ap-ture of large datablo
ks. Large blo
ks (2.5 GB) of test data were 
aptured and tested for over-�ows in the 
ustom �rmware module. The results of the 
apture of 200blo
ks at di�erent data resolutions were as follows:
• At 400 × 106B/s (14 bits per sample plus two padding bits) 8over�ows o

urred. The system lost a maximum of 2072 bytes inan over�ow.
• At 350 × 106B/s (14 bits per sample) 3 over�ows o

urred. Thesystem lost a maximum of 280 bytes in an over�ow.
• At 300×106B/s (12 bits per sample) 1 over�ow o

urred and thesystem lost 56 bytes.
• At 200 × 106B/s (8 bits per sample) no over�ows o

urred.Table 1.3: System performan
e test resultsPerforman
e Parame-ter Test ResultsData rates. The system was tested at data rates up to 400 × 106B/s. Theprobability of data loss de
reased signi�
antly with redu
ed datarates and, at 200 × 106B/s, was almost zero. In all 
ases data
apture was to RAM on the host 
omputer and under as 
lose toideal 
onditions as 
ould be found.Data blo
k sizes. 2.5 GB data blo
ks were 
aptured to the host 
omputer's RAM,the maximum data blo
k size possible with the RAM available.ADC performan
e Signal generators were used to generate data that was 
apturedby the system. Due to the poor quality of this data and la
k ofne
essary �lters, these tests were not 
on
lusive by themselves.4



1.1.5 Analogue to Digital Converter Performan
e TestingAn important 
hara
teristi
 of an ADC is the quality of data 
aptured. This involvesusing standard tests to quantify the quality of the data 
aptured. Spe
tral analysisand related topi
s are explored in this appendix as these are 
ru
ial to how thetests are performed and how results are interpreted. The tests themselves are thendes
ribed whi
h in
lude the single, multi-tone and grounded-input tests.1.1.6 Bu�er and Data Path DesignThis appendix gives detailed information on the data path designed in the 
ustom�rmware. It �rstly gives the fun
tionality the data path had to implement. Thevarious resour
es available to a

omplish these requirements are then provided. A�nal design is then des
ribed that attempts to 
ater for all requirements with theresour
es supplied.1.2 A

ompanying CDA CD is provided with this thesis. It 
ontains the following dire
tories as well as aversion of this thesis in ele
troni
 format.`�rmware' � Files 
ontaining all modules implemented in the �nal system arepresent in this dire
tory. Modules related to the ZBT RAM, although not usedin the �nal system, are in
luded for referen
e. These modules are implementedin VHDL and the �nal system synthesized and routed using Quartus II version3.0 with servi
e pa
k 1 installed from Altera.`software' � This dire
tory 
ontains the sour
e for small C programs used indebugging and testing the system. A program to 
onvert binary data in 14 bit(with padding bits) data resolution to ASCII data usable by Matlab is alsoin
luded.`Matlab s
ripts' �Matlab was used in testing the data quality 
apabilities of thesystem. This dire
tory 
ontains the s
ripts used.1.3 Con
lusionThis 
hapter has brie�y introdu
ed the system under design and given an overviewof the 
hapters to follow. The next 
hapter starts with detailed system requirementsand then details the design and implementation of the system.5



Chapter 2
System Design and Implementation
This 
hapter begins with a set of requirements the �nal system was to adhere to in-
luding a high level des
ription of the required system stru
ture. This is followed bya des
ription of system operation during data 
apture for the system implemented.In
luded in this dis
ussion is a des
ription of the format of resultant data. Followingare se
tions giving details on hardware, software and �rmware system 
omponents.Various possible system 
on�guration options are given in the �nal se
tion.2.1 System RequirementsThis se
tion gives the set of requirements for the system. These are taken from [14℄.It also gives a des
ription of the hardware to be used and the basi
 system stru
ture.2.1.1 Fun
tional RequirementsTime to 
ompletion The system was to be �nished as soon as possibleData resolution The data resolution did not need to be very high for the targetappli
ation. Better resolution data would produ
e better results however.Sample rate The minimum sampling rate would be 100× 106 samples per se
ondper 
hannel for two 
hannels of data.Time stamping Time stamping would be required to 
he
k for lost data. Datawould be produ
ed in blo
ks with ea
h blo
k having a unique identi�er. A 16bit 
ounter pla
ed approximately every 1000 samples would be su�
ient.Triggering The triggering instant did not have to be exa
t. Data would be 
ap-tured and post-pro
essing used for syn
hronisation. A trigger generated by6



software would be su�
ient. A trigger relying on the voltage level read by theADCs 
ould also be useful.Length of 
apture This should be programmable. In this appli
ation, a blo
krepresenting about �ve se
onds of 
ontinual 
apture was required.Host 
omputer This would be determined by data 
apture and storage require-ments.Software 
ompatibility The main software requirement was that resultant datashould be available in a format for pro
essing in a C program or Matlab. Ameans of 
on�guring the system via software would be ne
essary.Me
hani
al The required system did not have any me
hani
al 
onstraints.2.1.2 Stru
tural RequirementsThe system was to be designed using an ADC 
ard that had been used in a previousproje
t. This was the PM480 produ
ed by Parse
 (see http://www.parse
.
o.zafor the latest information on this 
ard). Figure 2.1 shows a blo
k diagram of therequired system. The PM480 would plug into a PMC to PCI adapter 
ard andthis would plug into a PCI slot in a host 
omputer running Linux. The PM480
ontained �rmware supplied by the manufa
turer to perform PCI transa
tions. This�rmware allowed data to be transferred between a PCI driver on the host 
omputer,and 
ustom �rmware on the PM480. This 
ustom �rmware would be implementedto 
apture data and send it on for transfer to RAM of the host 
omputer. The
ustom �rmware was the responsibility of the author and is the main fo
us of thisdo
ument although many aspe
ts of the whole system are dis
ussed. A 
olleaguewas to implement the PCI driver as well as other software to ease the task of system
on�guration and data 
apture.2.2 System OperationThis se
tion gives details on system operation. Steps taken during data 
apture aswell as the roles played by various system 
omponents are provided in the �rst sub-se
tion. The se
ond subse
tion provides information on the format of the resultantdata.2.2.1 Data CaptureThe sequen
e of operations taken during the 
apture of data would be as follows:7
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Figure 2.1: Blo
k diagram of system1. A user spa
e appli
ation would be started that would prompt the user forvarious 
on�guration options. This appli
ation would then 
on�gure the sys-tem for optimal performan
e and load the PCI devi
e driver using appropriatearguments. The driver would use the 
on�guration settings passed to it to
on�gure parts of the system under its 
ontrol.2. The user spa
e appli
ation would then wait for data transfer to 
ompletevia the devi
e driver. Data transfer would start when the 
ustom �rmwarere
eived a trigger to start 
apture. The trigger sour
e would be 
on�gurable.(See se
tion 2.3 for information on these options). If a time to start 
apturewas provided, the trigger would be generated by the appli
ation software atthe 
orre
t time.3. When data transfer begins, the 
ustom �rmware would take a reading fromea
h data sour
e every 
lo
k 
y
le and pass these samples on for bu�ering.The data would then be read out of the bu�er and passed on to a bu�er inthe PCI �rmware module for transfer on via the PCI subsystem.4. The 
ontrol unit 
ontrolling reads and writes to the 
ustom �rmware's bu�erwould monitor the level of this bu�er and 
ontrol reading from the 
ustom�rmware's bu�er to prevent over�ows. If the 
ustom �rmware's bu�er wasabout to over�ow, further writes would be prevented and a marker insertedinto the data to indi
ate the lo
ation and size of the over�ow.5. The amount of data being transferred would be monitored and a marker8



inserted into the data at regular intervals before passing it on to the PCI�rmware.6. The �rmware transferring data to the host 
omputer via the PCI subsystemwould transfer data dire
tly into RAM.7. On
e the required amount of data had been 
aptured, the PCI devi
e driverwould oversee the suspension of data 
apture. The user spa
e appli
ationwould then transfer the data from RAM to a �le on hard disk, unload thedevi
e driver, and return the system to its normal 
on�guration.2.2.2 Data FormatData would be broken into `blo
ks' of uniform size 
ontaining a spe
i�ed number of64 bit quadwords. A marker would be pla
ed at the end of the spe
i�ed number ofquadwords. This marker would be a quadword itself and 
ontained a 32 bit tag, thatwould help to identify the quadword as a marker, and a 32 bit 
ounter identifying theblo
k's position in the data stream. This marker is referred to as a `blo
k marker',`end of blo
k marker' or `syn
hronisation word' in the text that follows.Data from ea
h 
hannel would be interleaved so that the �rst sample from 
hannel`A' would be followed by the �rst sample from 
hannel `B' whi
h would then, inturn, be followed by the se
ond sample from 
hannel `A' and so on. Data wouldnot be byte-aligned (ex
ept where this would be impli
it i.e. in the 8 and 14 bit(with two bits of padding) data resolution 
on�gurations). Ea
h sample would followdire
tly after the previous sample. In 14 bit (with padding) data resolution mode,two extra `0' bits would be added `above' the most signi�
ant bit giving 16 bits perdata sample. This would help to distinguish data from markers (if the appropriatebits were `1' in the marker). This would also make data extra
tion easier by for
ingdata to align to word boundaries .In the event of an imminent over�ow in the bu�er in the 
ustom �rmware module,data would be dis
arded and a marker pla
ed in the data stream to mark the pla
eand extent of data loss. This marker would be pla
ed so that there would be nopartial sample before or after it (i.e. it would separate 
omplete data samples).It would 
onsist of the same 32 bit tag used to mark the end of a blo
k of data,followed by a 32 bit 
ounter indi
ating how many bytes had been lost. The datablo
k 
ontaining the marker would not be trun
ated but still 
ontained the 
orre
tnumber of quadwords (one of whi
h would be the over�ow marker).Figure 2.2 shows a data stream of example 12 bit resolution data. The �rst datasample in the stream is on the left. Details of the �rst end of blo
k marker and oneover�ow marker are shown. The beginning and end of the data are also shown.9
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Figure 2.2: Data format of 
aptured data2.3 Con�guration OptionsCon�guration options for the system were to be as follows:
• The number of quadwords in a data blo
k 
ould be spe
i�ed.
• The insertion of a tag at the end of every data blo
k 
ould be suppressed.
• The unique 32 bit tag that would be used to mark the end of data blo
ks anddata loss 
ould be set to any value.
• The trigger sour
e 
ould be 
on�gured to be from software, an external sour
eor when the data rea
hed a spe
i�
 level on a data 
hannel.
• The data sour
e 
ould be the ADCs or a �rmware module generating test`ramp' data for debugging.
• The 
lo
k sour
e for the ADCs and 
ustom �rmware 
ould be an on-boardos
illator or an external input.
• The data resolution was to be 
on�gurable as 8, 12, 14 bits or 14 bits plus twopadding bits.2.4 HardwareThe hardware used in the �nal system 
an be divided into three main parts:
• A high speed sampling 
ard 
ontaining ADCs to sample the data stream andFPGAs to 
ontain the 
ustom and PCI �rmware.10



• A PMC to PCI adapter 
ard.
• A 
omputer with a large quantity of RAM, hard drive, pro
essor and goodquality motherboard supporting high data rate PCI busses.2.4.1 The ADC CardThe PM480 wdata a
quisition 
ard from Parse
 was 
hosen (see http://www.parse
.
o.za for more information on the PM480). This in
luded a PCI �rmware subsys-tem that would allow 
on�guration and data transfer. The version of the PM480usfsed for this proje
t also 
ontained:
• Two ACEX FPGAs
• Two Analog Devi
es AD6645 ADCs
• A 4 MB ZBT RAM module
• A 100 MHz os
illator and a 
lo
k multiplexer allowing the 
hoi
e between theonboard os
illator and an external input as the 
lo
k sour
e
• An external input for supplying a trigger to the 
ustom �rmware2.4.2 The PMC to PCI Adapter CardAn adapter 
ard was needed as the ADC 
ard we were using 
ould not plug dire
tlyinto a PCI slot as it was in the PMC form-fa
tor. A passive adapter 
ard (the PCIbus lines are merely extended) from another proje
t was used in the �rst part ofdevelopment but this proved not up to the task. The system would work only on
ertain PCs. In others, the entire operating system would lo
k up during transferfor
ing a hard reboot. Certain data blo
ks would also be `lost'. Many days werespent debugging and 
he
king �rmware and software. The repla
ement of the passiveadapter 
ard with an a
tive one (whi
h implements a PCI bridge on the 
ard)solved all of these problems. The �nal system used a PMB-P Peritek a
tive PMCto PCI adapter 
ard. See http://www.peritek.
om/pmb_p_main.htm for moreinformation on this 
ard.2.4.3 The Host ComputerThe host 
omputer was 
hosen for its ability to handle the data rates to be generated.Hard drives did not support the data rates required (performan
e testing on a high-end IBM system using a RAID system yielded a sustained data rate of just over11



170 × 220 B/s when writing a large �le) so 
apture would be to RAM. A goodquality PCI 
hip set and the ability to support a large amount (at least 3 GB) ofsystem RAM was required. An above-average pro
essor was thought to be su�
ient.The RAM had to be fast enough to support the data rate and the error-
orre
ting
apabilities of the modules 
hosen was a bonus. The �nal system 
onsisted of thefollowing:
• An Intel SE7505VB2 (Vero Bea
h) motherboard supporting one 64-bit, 66MHz PCI bus.
• A single Xeon 2.4 GHz pro
essor (512 kB 
a
he).
• 3 GB of Trans
end ECC266 DDR RAM. 500 MB of this would be allo
atedfor use by software and 2.5 GB made into a RAM disk for data 
apture.
• A 120 GB 7200 rpm Seagate Barra
uda hard drive.2.5 SoftwareThe 
ustom built software was developed in Linux by a 
olleague and 
onsisted oftwo main modules:
• A devi
e driver to 
oordinate the 
apture of data and 
on�gure the system.
• A software suite to get 
on�guration information from the user, load the driver,
on�gure the operating system, unload the driver after 
apture, and 
opy datato a �le on the hard drive after 
apture.2.5.1 The PCI Devi
e DriverThe PCI devi
e driver was developed in parallel with the 
ustom �rmware. Itwas designed to be highly 
on�gurable so that various settings 
ould be tweakedto improve performan
e. Two versions were developed starting with a basi
, lowperforman
e version and moving to a high performan
e version. This software wasextremely useful for testing and debugging. The �nal version supported the followingfun
tions:
• Con�guration of the �rmware and hardware on loading the module. Thisallowed the user to spe
ify options like 
lo
k sour
e, data resolution, triggersour
e and data blo
k size. 12



• Con�guration of software resour
es su
h as the size and number of internalbu�ers to allow tweaking.
• A

ess to status information obtained from various parts of the system atvarious stages of data 
apture. This data was used during debugging andtweaking.2.5.2 The Data Capture SuiteThe utility developed to aid a user during data 
apture served various fun
tions:
• It allowed the user to spe
ify a time at whi
h 
apture should start if it wasnot to start immediately
• It allowed the user to 
hoose from various system 
on�guration options in asimple manner
• It automati
ally 
on�gured the system for optimum performan
e
• It loaded the devi
e driver with appropriate 
on�guration options removingthe task of learning the various options from the userIt was implemented in two parts:1. An exe
utable that interfa
ed with the devi
e driver to start and end 
apture.This exe
utable 
ould take arguments su
h as what size data blo
k to 
aptureand at what time to start data 
apture.2. A set of s
ripts that helped automate the pro
ess of 
on�guration and data
apture. The set of s
ripts provided a GUI to obtain the settings from the user.This set of s
ripts then loaded and 
on�gured the devi
e driver for optimumoperating 
onditions. It also 
on�gured the other parts of the system for idealsystem 
onditions during 
apture by performing tasks su
h as shutting downunneeded pro
esses. It then 
alled the exe
utable with appropriate optionsfor data 
apture. After 
apture, it 
opied the data blo
k to the hard drive forfurther pro
essing and returned the system to a normal 
on�guration.2.6 FirmwareThis se
tion details the design and implementation of the 
ustom �rmware respon-sible for 
apturing data from the ADCs and sending it on to the PCI �rmware.13



The various 
hallenges asso
iated with this �rmware are introdu
ed �rst along withthe design strategy that would attempt to over
ome ea
h of these 
hallenges. Thea
tual design on the various �rmware modules is then des
ribed. The prototypingpro
ess used to develop the pro
ess is des
ribed, with the various prototypes andinformation used in their design being des
ribed.2.6.1 ChallengesThis se
tion gives the various 
hallenges to be over
ome when designing the 
ustom�rmware as well as the design strategies implemented in an attempt to over
omethem. Various smaller 
hallenges were en
ountered su
h as designing for metastabil-ity, debugging various error 
onditions, intera
tion between multiple state ma
hinesand others but these are not proje
t spe
i�
 and are well dis
ussed in other sour
es.Average data ratesThe system to be 
onstru
ted was reasonably large 
onsisting of many 
omponentsthat were untested at the data rates 
on
erned and whose operation was not underthe designer's 
ontrol. In addition, the entire system was not available at the timeof design for testing, portions of it arriving during implementation with low perfor-man
e substitutes being used in the interim as implementation 
ould not be delayeddue to time 
onstraints. This unknown average data was the largest potential 
hal-lenge. Literature 
ould not be found on reliable transmission of large blo
ks of datavia PCI at 400×106 B/s (whi
h would be the approximate data rate required) underany 
onditions. A non-trivial bottlene
k at any point would be di�
ult to 
ater for,ex
ept to attempt repla
ement with a new system 
omponent whi
h would add timeand 
ost to the proje
t. System 
omponents that might not perform as needed inthis regard were the following:
• The PCI system might not perform to the maximum theoreti
al data rate dueto non-performan
e of any of the 
omponents in the data path. This 
ould bea fun
tion of the PCI 
ontrollers 
on
erned (it was found through testing thatsome older PC's supported a lower than theoreti
al maximum data rate) andthe PCI subsystem provided with the ADC 
ard.
• The operating system and appli
ation software might not be e�
ient enoughto pro
ess the data at the required rate. The main 
ontributor to this would bethe performan
e of the system these would run on. This would be determinedby the performan
e of the pro
essor, 
a
he, RAM and the busses interlinkingthese 
omponents. Another 
ontributor would be the e�
ien
y of softwareroutines in
luding interrupt servi
e and PCI transa
tion routines. Combined14



with these would be 
ompetition for resour
es from devi
es and pro
esses thatwould be part of the system. This 
ompetition 
ould be redu
ed but nottotally 
ontrolled due to the ne
essary overhead of the operating system.The design strategy employed to over
ome this potential 
hallenge was to developinitial low performan
e �rmware that would not require high performan
e from therest of the system. Later prototypes 
ould add to the load pla
ed on the rest of thesystem as 
omponents of the �nal system be
ame available and previous versionswhere found to perform adequately.Laten
iesIf the average data rate was su�
ient, the next possible 
hallenge would be if 
om-ponents in the data transfer 
hain added large laten
ies during transfer. This would
ause the potential loss of data if bu�ers in the 
hain over�owed. The 
omponentswhose operation was unknown 
ould again prove to be the undoing of the system:
• The operating system and appli
ation software 
ould have slow turn-aroundtimes between pro
essing blo
ks of data. The non real time performan
e ofthe Linux kernel would mean unknown delays in servi
ing interrupts and timespent running appli
ation pro
esses.
• PCI 
ommuni
ation is non real time. A PCI 
ontroller may grant the busto a requesting devi
e after an unspe
i�ed amount of time [17, page 15℄ andmay for
e the 
urrent bus master to release the bus if it is needed by anotherdevi
e even if in burst mode if the bus master 
onforms to the re
ommendedPCI spe
i�
ation [17, page 376℄. These fa
tors 
ould 
ombine to introdu
elaten
ies of an unknown size during transfer.
• The performan
e of the PCI �rmware engine supplied with the ADC 
ard wasunknown in terms of time taken to initiate and end transfers.The strategy used to redu
e the probability of bu�er over�ows was to use as largebu�ers as possible to absorb o

asional disruptions in data �ow. The ADC 
ard sup-plied was not expli
itly designed to transfer large blo
ks of data in real time however,and support for the bu�ering required was impli
it. Another strategy was to designthe system to ensure that the system 
ould re
over from bu�er over�ows and 
on-tinue 
apturing data. The system was designed so that any over�ows would o

urin bu�ers in the 
ustom �rmware module ex
lusively. The 
ustom �rmware wouldensure that an over�ow was marked and that data 
apture 
ould 
ontinue. Softwarepro
essing the resultant data 
ould 
he
k for over�ows and a
t appropriately wherethey were found to o

ur. 15



FPGA performan
eTo 
apture the data being produ
ed by the ADCs, the 
ustom �rmware had toperform at 100 MHz. Parts of the system intera
ting with the PCI �rmware had toperform at 66 MHz. In a previous proje
t using this ADC 
ard, getting the �rmwareto run at similar 
lo
k rates had been found to be a large sour
e of frustration ifnot planned for. Attempting to speed up a �rmware design after implementationwas found to be expensive in terms of time and e�ort. A 
hange in one part of thesystem often 
aused a ripple e�e
t of ne
essary 
hanges in other logi
. Ea
h 
hangeexposed the �rmware to possible bugs and the testing pro
ess to �x these wasted alot of time.The strategy used to 
ombat this was to design the �rmware with high speed inmind. Pipelining was heavily employed and fanout from registers was redu
ed byfor
ing redundant logi
 and registers. See appendix A for information on te
hniquesto in
rease the possible 
lo
k rate in �rmware.TimeThe 
ustomer needed the system as soon as possible. This meant that design,implementation and testing had to pro
eed as fast as possible. There would not bevery mu
h time for redesign in 
ase of system non-performan
e. Design 
ould alsonot be put o� until all of the ne
essary 
omponents were available and fully tested.This 
hallenge was over
ome by generating an initial low performan
e prototype andin
reasing the performan
e of new prototypes based on test results from previousprototypes and as system 
omponents be
ame available. This would ensure that asystem would be ready for the 
ustomer, even if it performed at a standard that waslower than optimal. This strategy also allowed 
ore fun
tionality to be implementedinitially and features added later when basi
 requirements were met in previousprototypes.2.6.2 DesignThe 
ustom �rmware was �rstly divided into various modules responsible for di�er-ent a
tions. In later prototypes, modules would be reused with ne
essary modi�
a-tions restri
ted to modules requiring upgrading. Consistent module interfa
es wouldhelp in simulation as the same testben
hes 
ould be used to test modules from dif-ferent prototypes. These modules are shown in Figure 2.3. This shows all modulesfrom all prototype systems. Some prototypes did not in
lude all modules. Details onthe fun
tionality provided by ea
h module is given in Table 2.1. These modules 
an16



be found on the atta
hed CD in the `�rmware' dire
tory in the �le with the namegiven in Table 2.1 (testben
hes for ea
h module are found in `<�le name>_tb.vhd'on the CD where `<�le name>.vhd' is the name of the �le 
ontaining the modulein the table).2.6.3 ImplementationThe system was implemented as a series of prototypes. Ea
h prototype used infor-mation provided by tests on previous systems to improve on areas identi�ed as notperforming adequately. It was implemented using Quartus II (version 3.0, servi
epa
k 1) software provided by Altera. This was installed on a Windows XP operatingsystem.Low performan
e prototypeThe �rst �rmware prototype developed was one that was very 
onservative on whatit expe
ted from the rest of the system so as to be almost guaranteed to operate
orre
tly:
• Most of the basi
 fun
tionality was implemented. The level trigger modulewas not needed for basi
 system operation and was not implemented for thisprototype.
• A single data resolution of 8 bits was available leading to a maximum requireddata rate of just over 200× 106 bytes per se
ond with blo
k markers inserted.This data rate 
ould be a
hieved with a PCI bus supporting 64-bit, 33 MHzoperation whi
h was half of what the �nal system's hardware supported interms of the maximum theoreti
al PCI data rate (see [17℄ for information ondata rates possible with a PCI bus). At the time, the sampling 
ard and PCI�rmware in our possession only supported 33 MHz operation and the PCsavailable to us mostly only had 32 bit wide PCI data busses so this �rmwarewas in line with the 
apabilities of the hardware available to us for testing.
• Bu�ering to 
ater for laten
ies during data �ow was provided by a RAM blo
kin the FPGA and a ZBT RAM module. The `DataPathController' moduleimplemented an algorithm to maximise the available bu�er spa
e while at-tempting to mat
h the rate at whi
h data was written to and read from thesebu�ers. The `Bu�erController' module and asso
iated RAM blo
k were notimplemented at that time.Testing the system 
ontaining this prototype took a long time. Bugs were foundin the PCI devi
e driver and in �rmware. Certain problems were also found that17



Figure 2.3: Firmware system modules
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Table 2.1: Firmware module fun
tionalityName Fun
tion File NameCon�gRegisters Provide memory-mapped a

ess to 
on�gurationregisters and status information for the PCI devi
edriver via the PCI �rmware. Con�g_Registers.vhd
Con�gControl Generation and 
ontrol of 
on�guration data forthe system. This in
luded 
lo
k, trigger and datasour
es, ensuring 
on�guration data was updatedonly when appropriate (e.g. not in the middle ofa transfer) and ensuring 
on�guration signals weregenerated at the 
orre
t times relative to one an-other (e.g. triggering should o

ur predi
tably andafter system 
on�guration). Con�g_Control.vhd
DataGenerator The data sour
e for storage modules and Level-TrigGenerator. Should generate test ramp whenappropriate and 
hoose data format and sour
efrom 
on�guration inputs. Data_Generator.vhdLevelTrigGenerator Generate a trigger pulse when a data sample fromthe spe
i�ed data 
hannel had a value that washigher than the threshold value spe
i�ed. Level_Trigger_Generator.vhdDataPathController The main 
ontrol blo
k for the data path. Con-trolled the start and end of data transfer. Con-trolled the routing of data to storage modules inthe system based on 
on�guration and feedba
kinformation. Inserted blo
k markers into the datastream. DataPath_Control.vhd
OnboardController Implemented a FIFO interfa
e for a dual-portRAM module within the FPGA. Above basi
FIFO fun
tionality, it ensured reads did not over-take writes. In the �rst prototype it provided feed-ba
k on when to swap over to ZBT storage and,in later prototypes, prevented writes overtakingreads. Onboard_Controller.vhd
Bu�erController This module had similar fun
tional requirementsto OnboardController ex
ept that it did not needto prevent writes overtaking reads. It was not in-
luded in the �rst prototype and was added to in-
rease bu�er spa
e in later prototypes. Bu�er_Controller.vhdZBTDriver This module provided a simple interfa
e to theZBT RAM 
hip. It implemented pipelining neededto intera
t with the ZBT. It was only used in the�rst prototype. ZBT_Driver.vhd
ZBTController This module 
ontrolled writes and reads to theZBT RAM 
hip via the ZBTDriver �rmware mod-ule. It was to prevent writes overtaking reads andprovide feedba
k on when the reader should swapover to reading from on-board storage. It was alsoonly used in the �rst prototype. ZBT_Controller.vhd
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ould not be resolved and mu
h time was spent attempting to debug them. Thesein
luded:
• The system would `lose' the last four bytes of ea
h data blo
k requested fromthe PCI subsystem. This only o

urred on PCs with 32 bit wide PCI databusses.
• A more serious problem was that 
ertain PCs would 
ompletely lo
k up duringa transfer. Others would 
omplete ea
h transa
tion as expe
ted. The problemwas thus PC-spe
i�
.
• During testing of this prototype, metastability was en
ountered in the interfa
ebetween the PCI and 
ustom �rmware FPGAs (see [13, 3, 18℄ for more onmetastability). It was found that various signals would be delayed relative toothers depending on how the �rmware was routed. This relative delay 
ouldvary between su

essive routing of the same logi
. This would sometimes 
ausein
orre
t values to be read. The trigger signal was found to be one of thesein
orre
t values, and a transfer would sometimes not start and the systemwould stall. These errors 
aused a lot of 
onfusion until debug informationwas inserted to evaluate the state of the �rmware. Su

essive 
ompiles for
edregisters to be su�
iently 
lose to the input pins on the 
ustom �rmwareFPGA to prevent this phenomenon.Apart from these problems, system performan
e was found to be adequate. Thesystem was tested with a PC in
orporating a 64 bit PCI data bus and transfer rateswere found to be more than adequate over this 33 MHz, 64 bit interfa
e.High performan
e prototypeResults of testing with the initial, low performan
e prototype gave the followingsigni�
ant results:1. The system 
ould support an average data rate of over 200 × 106 bytes perse
ond. This was over a 33 MHz, 64 bit interfa
e indi
ating an e�
ien
y ofover ( 200 × 106bytes/s ÷ (33MHz × 8bytes/cycle) =) 75%. Assuming thatthe �nal hardware and PCI subsystem 
ould operate at 66 MHz as spe
i�ed,and, assuming that performan
e would s
ale roughly linearly with 
lo
k rate,the �nal system should perform as required (see [17℄ for information on datarates possible via PCI when in `burst' mode).2. Debug data was inserted into the data to indi
ate data �ow into and out of
ustom �rmware bu�ers. This data indi
ated that the ZBT RAM module was20



unneeded at this data rate. Laten
ies seemed to be easily absorbed by theFPGA RAM bu�er alone.Based on these results, the next prototype aimed to improve signi�
antly on theprevious one:
• The `LevelTrigGenerator' module was implemented and in
luded. This broughtthe 
on�guration options available up to the minimum required from the �nalsystem.
• The data resolution in this prototype was an optional 8 or 14 bits. In 14 bitresolution mode, the 14 bits were padded out to 16 as it was easy to extendthe �rst prototype's �rmware to support a 16 bit mode.
• The `ZBTController' and `ZBTDriver' modules were not in
orporated into thisprototype. The ZBT RAM module provided was a single port entity with adata bus width of 36 bits and it would be very di�
ult to in
orporate it intothe data path to support the data rate for the 14 bit mode (see appendix C).Another FIFO, 
onsisting of the remaining on-board FPGA RAM resour
es,was added to the the existing bu�er along with its 
ontroller (`Bu�erCon-troller'). The ZBT RAM module had also been found to be unne
essary inthe previous prototype.Testing of this module was helped by the arrival of an a
tive PMC to PCI adapter
ard during development. A passive one had been used previously. This solved thetwo serious problems of the previous prototype (PC spe
i�
 lo
k-ups and lost data).This was a great relief as testing for other bugs was hampered by these problems andmu
h e�ort had been wasted in attempts to isolate their sour
e. This also allowedthe pur
hase of a PC for the �nal system as there was no PC spe
i�
 problem makingPC sele
tion di�
ult. This PC arrived shortly before the �nal sampling 
ard, whosePCI �rmware 
ould perform at 66 MHz with a 64 bit bus. These two 
omponentswere also invaluable as they allowed us to test the system at high data rates.Testing using this prototype produ
ed the following results:
• The average data rate possible was more than su�
ient. This was only underoptimal or semi-optimal 
onditions however, where unneeded software pro-
esses where shut down and data path bu�ers optimised.
• Laten
ies were found to be a problem. The average data rate was su�
ientbut an o

asional over�ow would o

ur when the system was operating in 14bit (with padding) data resolution mode.21



Intermediate data rate prototypesTesting of the se
ond prototype showed the o

asional loss of data. More proto-types were developed in an attempt to prevent this from o

urring. The �rmwarewas modi�ed so that most of the data path 
omponents were not data resolutionspe
i�
 (partially 
ompleted for the high performan
e prototype). This allowed thedevelopment of 14 bit (non-padded) and 12 bit prototypes.Testing of these prototypes found that redu
ing the data rate did redu
e the likeli-hood of an over�ow but that the �rmware bu�ering was still not su�
ient to preventover�ows in the 
ustom �rmware 
ompletely ex
ept when in 8 bit mode (see table3.1).Final systemTesting of the prototypes with redu
ed data rate requirements indi
ated that allfun
tional requirements were ful�lled ex
ept that data was o

asionally lost due tobu�er over�ows. This might be remedied by various means but ea
h would requiremore time and the system was needed by the 
ustomer.The �nal system used in
orporated the option of 
hoosing between 8 bit, 12 bit, 14bit(unpadded) and 14 bit(padded) data resolutions. This would allow the user to
hoose whi
h resolution best �tted their needs.2.7 Con
lusionThis 
hapter gave detailed system requirements and went on to des
ribe the designand implementation of the system. The following 
hapter will des
ribe tests usedto verify the fun
tionality of the system in terms of system behaviour in various
on�gurations and under various 
onditions. Chapter 4 will give details of testsused to test the performan
e of the system.
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Chapter 3
Fun
tionality Tests and Results
This se
tion details tests used to verify the basi
 fun
tionality of the system in termsof its behaviour in various 
on�guration modes and the ability to satisfy the requiredspe
i�
ations.Many of these tests used a logi
 blo
k built into the �rmware that outputted aramp starting at zero and in
reasing linearly. A 
on�guration option supplied tothe 
ustom �rmware 
hose this ramp as the data sour
e instead of the ADCs. Itwas then trivial to 
he
k for 
orre
t data format, alignment, 
orruption and loss.3.1 Data Format TestsThese tests were used to verify that the system generated data in the expe
tedformat under all 
onditions and 
on�gurations. Testing involved 
apturing dataunder various system 
on�gurations and then analysing it using short C programs.The a

ompanying CD in
ludes these C programs in the `software' dire
tory. Thefollowing aspe
ts of data format were tested:

• A partial sample should never o

ur in data (ex
ept possibly the last samplein 12 or 14 bit (unpadded) data formats).
• A stri
t relationship between the time a trigger signal was sent and the �rstsample 
aptured should be maintained.
• The alignment of data in the presen
e of syn
hronisation words and over�owmarkers should be predi
table. This was espe
ially important in 12 and 14 bit(unpadded) resolution modes where data was not impli
itly aligned to byteboundaries when over�ows o

urred.
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• The pla
ement of end of blo
k markers and the expe
ted behaviour of theirembedded 
ounter values.3.1.1 MethodThe following tests were performed to 
he
k the data format under various 
on�gura-tions. Some 
ombinations of 
on�gurations were not tested as 
ertain 
on�gurationoptions would not in�uen
e results (e.g. the 
ontent of blo
k markers was not de-pendent on data resolution).
• The system was 
on�gured to use di�erent data resolutions and no syn
hroni-sation words. A 5 MB blo
k of test data was 
aptured for ea
h 
on�gurationand analysed to ensure that data started at zero and in
reased linearly.
• The system was 
on�gured to use di�erent data blo
k sizes (2048, 4096, 8192bytes) with blo
k markers enabled. A 5 MB blo
k of data was transferredand 
he
ked to ensure blo
k markers were pla
ed as expe
ted and that theembedded 
ounter in
remented as expe
ted.
• The system was 
on�gured to use a standard blo
k size (8192 bytes). Allpermutations involving data resolution and syn
hronisation word were tested(i.e 8 bit, syn
hronisation word enabled; 8 bit, syn
hronisation word disabled;12 bit, syn
hronisation word enabled et
). For ea
h 
on�guration permutationa blo
k of 5 MB of data was 
aptured and analysed with an appropriate Cprogram.
• The system was 
on�gured for 14 bit (padded) resolution with syn
hronisationwords enabled. This would result in the highest load being pla
ed on thesystem in terms of the data rate required. A blo
k of 50 MB of data was then
aptured with a bu�er 
on�guration that was for
ed to be below optimal viasoftware. The system reported over�ows and analysis with the appropriate Cprogram veri�ed this. Analysis showed that an appropriate over�ow markerhad been 
orre
tly pla
ed wherever there was a break in the ramp data. Fourover�ows o

urred and ea
h 
he
ked by hand to ensure that the 
orre
t numberof bytes were reported missing.
• The system was 
on�gured for 14 bit (unpadded) and 12 bit resolution. Asabove, a blo
k of data was 
aptured and over�ows for
ed. The data was againanalysed by means of an appropriate C program for over�ows. The over�owmarkers were 
he
ked by hand to ensure that the 
orre
t number of bytes wasreported lost and that no partial samples o

urred before or after an over�owmarker. Partial samples after an over�ow marker 
ould 
ause e�e
tive data24




orruption in these modes as there would be no way of knowing where thenext data sample started.3.1.2 ResultsThe results from these tests indi
ated 
orre
t data format under all the usual 
on�g-uration permutations. Tests to 
he
k 
orre
t data format in the presen
e of over�owswere limited as they were done by hand and only a few examples 
he
ked. Manymore over�ows o

urred during other tests however and the data format in all ofthese 
ases was found to be 
onsistent.3.2 Bu�er Over�ow TestsThese tests 
he
ked the performan
e of the system bu�ers under di�erent data rateloads. This set of tests o

upied a lot of time due to the time software spentpro
essing the data to 
he
k for over�ows. The test programs would typi
ally takefrom 4 to 5 minutes to pro
ess a blo
k of 2.5 GB of data, leading to about 8 hoursto pro
ess 100 blo
ks. Tweaking was often done on one or more parameters in anattempt to further redu
e the over�ows and the bat
h tests re-run afterwards. Thesetests were valuable as they helped to test other areas as well (e.g. reliable softwaretriggering, unbroken operation and format and 
ontent of over�ow markers).3.2.1 MethodEa
h step in the bat
h test involved 
apturing a 2.5 GB blo
k of data (the maximumsupported by the RAM in the system and 25% larger than the maximum requiredby the 
ustomer) and 
he
king for data loss or 
orruption with small C programs.The results for ea
h test were re
orded in a log �le for later referen
e. All of the testswere performed with the system in an optimal 
on�guration as various bu�er andsystem settings were found to be signi�
ant (e.g. unneeded pro
esses should be o�and bu�er sizes maximised) ex
ept when testing 8 bit resolution where non-optimal
on�gurations worked as well as optimal ones in many 
ases.3.2.2 ResultsThe results for the di�erent data resolution options are shown in Table 3.1. Notethat these are the results of 
apturing 200 blo
ks at ea
h resolution. When thesystem was 
apturing 12 bit resolution data, a bu�er over�ow only o

urred on
e on25



Table 3.1: Bu�er over�ow test resultsResolution Number over�ows Max no. over�owsper blo
k Max over�ow size(bytes)14 (padded) 8 1 207214 3 1 28012 1 1 568 0 0 0the 170th blo
k so this result may have a large varian
e and the other results shouldalso be 
onsidered rough estimates due to the (relatively) small sample spa
e.3.2.3 Dis
ussionThe likelihood of an over�ow in the 
ustom �rmware bu�er 
an be seen to rapidlyde
rease as the resolution is lowered. The relationship is not linear as the de
reasein data rate (linearly related to data resolution) a�e
ts the system in two 
ru
ialways:
• Other software pro
esses will be less likely to need resour
es at the same time asthe data 
apture software simply be
ause it needs resour
es for less time witha lower data rate. This lowers the likelihood of laten
ies 
aused by anotherpro
ess holding onto resour
es needed by the data 
apture software.
• The se
ond way data rate a�e
ts the likelihood of an over�ow is that the data
apture system 
an now absorb larger laten
ies. The bu�ers in the system forstoring data 
an store more samples if the samples get smaller. This meansthat the 
ustom �rmware bu�er takes a longer time to get full and over�ow ifthe resolution is lowered. The 
han
e of an over�ow thus de
reases, assumingthat the distribution governing the magnitude of laten
ies generated by thesystem is reasonably smooth without large lo
al maxima.3.3 Unbroken Operation TestsAn important part of testing was to ensure that a blo
k of data 
ould be 
apturedsu

essfully without disruption. The system should not enter a state where 
aptureof a blo
k 
ould not 
omplete. Even in the event of over�ow in the 
ustom �rmwarebu�er, data 
apture should 
ontinue and an e�ort made to re
over from the eventgra
efully.
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3.3.1 MethodA large (250 GB) blo
k of data at the highest data rate possible (just over 400 ×

106B/s) was 
aptured. The result was dis
arded (redire
ted to /dev/null) and not
he
ked for data loss (although a �ag would be raised indi
ating the o

urren
e andthe event reported by the devi
e driver). The size of the blo
k 
aptured was roughlyone hundred times or two orders of magnitude larger than the largest data blo
k tobe 
aptured in normal use. It was then repeated on
e for lower data rates possiblewith the system (350 × 106B/s, 300 × 106B/s, 200 × 106B/s).3.3.2 ResultsAll tests 
ompleted su

essfully and indi
ated that, on
e started, a blo
k will besu

essfully transferred without disruption from hardware, software or �rmware.This aspe
t of system operation was also veri�ed by previous tests in subse
tion 3.2.In these tests a total of 800 blo
ks were 
aptured at di�erent data rates. These allstarted and 
ompleted su

essfully.3.4 Triggering TestsThese tests were performed to test the operation of the various trigger 
on�gurationsavailable, fo
ussing on the software trigger as this would be the one mostly used forthis appli
ation. During early development, metastability 
ould 
ause the o

asionaltrigger signal to be `lost'. After sending the trigger the software driver would thenwait for data. As the �rmware had not re
eived it, the system would lo
k up.3.4.1 Software TriggerTo test the software trigger fun
tionality, a s
ript was used to 
apture a small blo
k(10 MB) of data 1000 times. All of these blo
ks were 
aptured su

essfully. Anotherveri�
ation was provided by the testing performed in subse
tion 3.2. Here 800 blo
ksof data under various 
on�gurations were 
aptured using the software trigger.3.4.2 Level TriggerTo test the level trigger fun
tionality implemented, the system was pla
ed in a modewhere real ADC data was ex
hanged for a test ramp that was generated in �rmware.This ramp started at 0x000 and in
reased every 
lo
k 
y
le, wrapping around when27



the maximum possible value (0x3�f for 14 bits) was rea
hed. The system was then
on�gured to generate a trigger when an input level of 0x1000 was ex
eeded on
hannel A. A transfer was then initiated whi
h o

urred su

essfully. The datagenerated started at 0x100d whi
h showed the laten
y in 
lo
k 
y
les from the timea trigger was generated and the �rst data value 
aptured (this value was designedtop be 
onstant regardless of trigger sour
e). This test was repeated for 
hannel B.This test should also have been performed using real data that might not start at0x000 to properly test the system under normal working 
onditions.3.5 Con
lusionIn this 
hapter, various tests have been des
ribed that test the fun
tionality ofthe system under various 
onditions and in various 
on�gurations to ensure thatbehaviour is 
onsistent and 
orre
t. The following 
hapter gives information ontests used to quantify the performan
e of the system in terms of data quality, datarates and possible data quantities.
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Chapter 4
Performan
e Tests and Results
This 
hapter provides details of tests used to 
hara
terize the performan
e of the sys-tem. The �rst se
tion gives details of maximum data rates and blo
k sizes 
apturedwith the following se
tions giving data quality parameters. Data quality parameterswere obtained by performing the single-tone and grounded input tests as des
ribedin appendix B.4.1 Blo
k Sizes and Data RatesThis se
tion overlaps with 
hapter 3 as the results are derived from tests detailed inthat 
hapter.The largest blo
k that 
ould be 
aptured was restri
ted by the amount of RAMavailable. This had to be shared with the operating system and other appli
ationsand 
ould not all be used. Up to 2.5 GB of data was 
aptured su

essfully andlarger blo
ks would have been possible if the amount of RAM were to be in
reased.The highest data rate tested was just over 400× 106B/s at a 
lo
k rate of 100 MHzusing a 66 MHz, 64 bit PCI bus. The maximum theoreti
al data rate using this PCI
on�guration is approximately 528 × 106B/s [17℄. However, the �rmware 
ompilerprodu
ed results showing that the 
ustom �rmware 
ould only run reliably up to 105MHz so testing up to the maximum theoreti
al data rate limit of the PCI subsystemwas not possible.4.2 Grounded Input TestThis test was used to test the maximum theoreti
al data resolution the system was
apable of 
apturing. It would show the amount of noise present in the system with-29



out an input signal being present. This test is des
ribed in appendi
es in subse
tionB.2.2.4.2.1 MethodA grounded input test was performed as follows:
• The system was 
on�gured to 
apture data at 14 bit (padded) resolution.
• The analogue inputs to the ADCs were grounded through appropriate loads(in this 
ase 50 Ohm) and data 
aptured on both 
hannels.
• The binary data 
aptured was 
onverted to text with the program `pm480toas
ii_16'lo
ated on the atta
hed CD in the �le `pm480toas
ii_16.
' in the `software'dire
tory.
• The data was then analysed in Matlab to determine the maximum theoreti
alresolution possible when using the system. The Matlab s
ript used is in the�le `load50Ohm.m' in the `Matlab s
ripts' dire
tory on the atta
hed CD.4.2.2 ResultsFigure 4.1 shows the power spe
trum of the signal 
aptured with the 
hannel A ADCand Figure 4.2 the power spe
trum for data 
aptured with the 
hannel B ADC. Thepower is normalised relative to the power in the maximum amplitude sinusoid theADCs 
ould 
apture. The total noise power (ex
luding DC) represented by ea
h�gure is -76 dB for 
hannel A and -77 dB for 
hannel B. This means that themaximum ENOB was approximately 12.5 bits for this system.4.2.3 Dis
ussionDo
umentation supplied by the manufa
turer for the ADC used in the system indi-
ates a peak SNR of 75 dB [6℄. The noise level found using the grounded input testthus 
ompares favourably with that found by the manufa
turer. The manufa
turer'sparameter was for a single tone test though and thus in
luded noise generated byinserting a signal into the system. Also, the noise power was 
al
ulated relative tofull-s
ale and the manufa
turer's SNR was 
al
ulated relative to the signal's powerwhi
h would be at around 1 dB below full-s
ale giving it a 1 dB disadvantage relativeto the results of the grounded input test.
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Figure 4.1: Power spe
trum of data 
aptured on 
hannel A
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4.3 Single Tone TestThis test is used by many ADC manufa
turers to quantify the dynami
 performan
eof their produ
ts. This test is des
ribed in the appendi
es in B.2.1.4.3.1 MethodThe single tone test was performed as follows:The system was 
on�gured to 
apture maximum resolution (14 bits) data from both
hannels. An HP8656B signal generator was atta
hed to the ADC of 
hannel A andthen to the ADC of 
hannel B. Ea
h time it was 
on�gured to output a sinusoidwith an amplitude of 750 mV (this value was found by trial and error to ensure no
lipping). The sinusoid frequen
y from the HP8656B was varied from 7.5 to 205MHz through the bandwidth supported by the ADCs (200 MHz for IF sampling[6℄).An HP33120A was also later used when signi�
ant harmoni
s were seen in the data
aptured using the HP8656B. When using the HP33120A the frequen
y was sweptfrom 2 to 15 MHz (the bandwidth supported by the signal generator).A large blo
k of data (20 MB) was 
aptured for ea
h frequen
y. No Nyquist �lterswere used to remove spurious signals from the output of the signal generators asnone suitable were available during testing.The binary data blo
ks were then 
onverted to text for input to Matlab. The Matlabenvironment was used to 
al
ulate parameters based on this data. Figure 4.3 showsa 2 MHz signal from the HP33120A 
aptured by the system.4.3.2 ResultsThe results of this test when using the HP8656B are shown in Figure 4.4 for 
hannelA, and Figure 4.5 for 
hannel B. These results were obtained by using the Mat-lab s
ript `doHP8656B.m' to analyse 
aptured data. This s
ript is lo
ated in the`Matlab s
ripts' dire
tory on the CD in
luded with this thesis. Results for the var-ious parameters when using the HP33120A are shown in Figure 4.6 for 
hannel Aand Figure 4.7 for 
hannel B. The analysis of the data from the HP33120A wasperformed by the Matlab s
ript `doHP33120A.m' found on the atta
hed CD.
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Figure 4.4: Performan
e parameters for 
hannel A using the HP8656B signal gen-erator
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Figure 4.5: Performan
e parameters for 
hannel B using the HP8656B signal gener-ator
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Figure 4.6: Performan
e parameters for 
hannel A when using the HP33120A signalgenerator
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Figure 4.7: Performan
e parameters for 
hannel B when using the HP33120A signalgenerator
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4.3.3 Dis
ussionAs 
an be seen from the �gures, the results of these tests are far below those ex-pe
ted from a system produ
ing 14 bit resolution data. Tests performed in theprevious se
tion were repeated as it was thought that data loss or 
orruption 
ouldbe 
ausing harmoni
s and noise but the same results were obtained. Test ramp datawas generated using built in �rmware logi
 and the resulting ramp tested for lostdata. Visual inspe
tion of data 
aptured also showed no obvious missing data or
orruption.The results from the HP33120A signal generator 
an be seen to be mu
h betterin terms of nonlinearities than for the HP8656B where the frequen
ies overlap (inthis 
ase both were used to test the system at around 7 MHz). The THD, SFDRand SINAD parameters are around 10 dB better in this region for the HP33120A
ompared to the HP8656B. However, the SNR is about 4 dB better for the HP8656B.This indi
ates good linearity properties in the HP33120A 
ompared to the HP8656Bbut poor on average in terms of other noise sour
es.Various fa
tors 
ould be responsible for the worse than expe
ted results of thesetests. These are dis
ussed in the following sub-se
tions.Low performan
e of signal generatorsThe low performan
e of the signal generators was thought to be the largest 
ontribu-tor to the low performan
e parameters found during testing. The poor performan
eof the HP8656B is dis
ussed �rst and thereafter that of the HP33120A.The data sheet for the HP8656B spe
i�es that generated harmoni
s should alwaysbe below -30 dB
 and other noise 
omponents below -60 dB
. This seems to be
onsistent with data produ
ed by the data 
apture system as seen in Figure 4.8that shows a 
aptured 205 MHz signal with harmoni
s marked (note how the signalappears at 5 MHz due to aliasing). Even though the noise is less than the maximumexpe
ted in the data sheet, it is far from being near the theoreti
al minimum noise�oor for the system under test (around -86 dBFS for a 14 bit ADC [4℄). Testingusing this signal generator 
an not provide 
on
lusive results.Figure 4.9 shows the output of a spe
trum analyser (Agilent E4407B) for a signalprodu
ed by the HP33120A and Figure 4.10 shows the same signal 
aptured by thesystem. Note that the �gure showing the data 
aptured by the system has the sameaxis s
aling and o�sets as that of the spe
trum analyser for easy 
omparison.The magnitude and relative size of low order harmoni
s is similar in both �guresindi
ating that most of the harmoni
 power in the signal 
aptured by the system39
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Figure 4.8: Captured spe
trum of 205 MHz signal generated by HP8656B
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Figure 4.9: Spe
trum of signal as given by Agilent E4407B
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under test is not due to non-linearities in the ADCs but due to non-linearities inthe signal generator. Harmoni
s after the third seem to be greater in magnitudethan those 
aptured by the spe
trum analyser. This is likely due to aliasing as thesampling frequen
y (100 MHz) in the test system was an integer multiple of theinput frequen
y (2 MHz) so aliased harmoni
s above 100 MHz would add to theirlower order 
ompatriots making them seem larger whi
h would not happen in thespe
trum analyser.The noise �oor in both 
ases 
an also be seen to be similar. The spe
trum analysershows it to start at around -105 dBm at DC, de
reasing and levelling o� at justabove -110 dBm. The spe
trum of the data 
aptured with the system under testshows a similar trend.Another test used to 
he
k the quality of the HP33120A was to pass the outputof the HP33120A through a band-pass �lter before 
apturing it. The pass band inthe �lter is 
entred at 2 MHz. The spe
trum of the 
aptured, un�ltered signal isshown in Figure 4.11 whi
h also shows the lo
ation of harmoni
s. This is shownin 
ontrast to the spe
trum of the 
aptured, �ltered signal shown in Figure 4.12.The parameters used to generate ea
h signal were identi
al. As 
an be seen, theamplitude of harmoni
s is signi�
antly redu
ed due to �ltering although some arestill evident. Many other noise sour
es not in
luding harmoni
s have also beenremoved (mis
ellaneous noise sour
es from DC to 17 MHz have been redu
ed by atleast 10 dBs).La
k of Nyquist �ltersSuitable low-pass and band-pass �lters to remove spurious signals outside the NyquistZone under 
onsideration were not available. Ideally a low-pass (used when sam-pling frequen
ies in the �rst Nyquist Zone) or band-pass (for sub-sampling in higherNyquist Zones) �lter should be used to remove noise outside the band of interestthat 
ould be aliased into the band under test. No suitable �lters were availableduring testing and insu�
ient time was available to a
quire any when testing startedbefore the system was shipped to the 
ustomer.4.4 Con
lusionThis 
hapter has detailed the testing of the performan
e of the system in termsof possible data rates, data blo
k sizes and data quality. The following 
haptergives 
on
lusions and re
ommendations for improvements for the system and similarfuture systems. 43
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Figure 4.11: Spe
trum of un�ltered 2 MHz HP33120A signal
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Figure 4.12: Spe
trum of �ltered 2 MHz HP33120A signal
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Chapter 5
Con
lusions and Re
ommendations
This 
hapter begins with a summary of how well the �nal system performed duringtesting. It also re
ommends avenues of improvement for future systems.5.1 System Performan
eThe system met all of the basi
 fun
tional requirements. Data format and operationunder various operating 
onditions is predi
table and 
orre
t. The performan
e ofthe system is summarized in Table 5.1. It shows performan
e parameters obtainedin various tests.1 The system performs to spe
i�
ation although there is room forimprovement and more rigorous testing should be performed.1Some of the data quality test results are likely to be signi�
antly in�uen
ed by the use of signalgenerators of a lower standard than required. Parameters quoted are those found when using theHP8656B signal generator.Table 5.1: Summary of system performan
ePerforman
e Parameter Performan
e NotesSNR (best) 65 dB With 7.5 MHz sinusoidSNR (worst) 42 dB With 205 MHz sinusoidTHD (best) -51 dB With 135 MHz sinusoidTHD (worst) -35 dB With 30 MHz sinusoidSFDR (best) 48 dB With 105 MHz sinusoidSFDR (worst) 36 With 30 MHz sinusoidSINAD (best) 50 dB With 135 MHz sinusoidSINAD (worst) 36 dB With 30 MHz sinusoidNumber over�ows 8 In 500 GB of data at 400 × 106B/sNumber over�ows 3 In 500 GB of data at 350 × 106B/sNumber over�ows 1 In 500 GB of data at 300 × 106B/sNumber over�ows 0 In 500 GB of data at 200 × 106B/s
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5.2 Re
ommendations for Similar Future Systems
• Future hardware's in
lusion of more RAM resour
es in the FPGA or a moreappropriate external RAM module would redu
e the probability of over�owsigni�
antly.
• Testing of ADCs should be done using good quality signal signal sour
es tohelp isolate noise sour
es to the system under test. Anti-aliasing �lters shouldalso be used to get more a

urate results.
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Appendix A
High Frequen
y Firmware DesignTe
hniques
This 
hapter gives information on various te
hniques used when designing with FP-GAs to maximise the 
lo
k frequen
y the system 
an operate at. The �rst se
tiongives information on various fa
tors a�e
ting possible 
lo
k frequen
ies in 
on�g-urable logi
. Following is a se
tion outlining methods to maximise 
lo
k frequen
ieswhen designing and implementing systems using FPGAs.A.1 Fa
tors A�e
ting Clo
k Rates in FPGAsFPGAs generally 
onsist of basi
 
omputational units joined by a 
on�gurable datainter
onne
t and a 
lo
k distribution network. Various RAM and spe
ialist 
ompu-tational units are also often in
luded. Parameters asso
iated with these 
omponentsa�e
t the maximum frequen
y a 
ertain syn
hronous 
ir
uit 
onstru
ted from thesebasi
 units 
an operate at. (See data sheets for the make up of Altera FPGAs ontheir website at http://www.altera.
om).A.1.1 FPGA Make UpFPGA manufa
turers have various families of FPGAs targeting di�erent appli
ationareas. Various parameters are optimised, sometimes at the expense of others, de-pending on the appli
ation at whi
h they are aimed. Some FPGAs are meant to beused in 
ost-sensitive appli
ations so that expensive manufa
turing te
hniques mustbe minimised (examples here in
lude the ACEX 1K family from Altera and Spartan-3 family from Xilinx). Others are targeted at appli
ations requiring very high 
lo
kfrequen
ies (examples in
lude the Stratix II family from Altera and the Virtex-448



family from Xilinx). Within the various families, devi
es are sold with a variationin 
ertain parameters su
h as the amount of 
on�gurable logi
, pin-
ount and speedgrade. Te
hnology to in
rease possible 
lo
k rates is applied within families to pro-du
e high speed versions of generi
 
hips (for information on the Altera family ofFPGAs see http://www.altera.
om/produ
ts/devi
es and for the Xilinx familysee http://www.xilinx.
om/xlnx/xil_prod
at_landingpage.jsp).A.1.2 Fan OutConsider a digital pulse starting at a single sour
e and propagating to multiple loads.The signal travels down a path with o

asional 
onne
tions o� this main path todi�erent destinations. At ea
h path o� to a destination, a small re�e
tion of signalo

urs. The �rst edge of the pulse is distorted slightly leading to a longer rise timeat targets further down the pulse's path. This leads to signal skew. High fan out
an lead to violation of set up times for data signals and 
lo
k skew in 
lo
k signals[15, page 349℄. Corruption of data and 
lo
k signals leads to lower possible 
lo
kfrequen
ies.If the output of a 
ertain �ip �op has many destination loads it 
an be assumedthat the 
ompiler may �nd it di�
ult to pla
e all the destinations in positions withinthe FPGA to equalise the length of the signal paths to the destination loads. This
ould be exa
erbated if the resour
es of the target devi
e are heavily used. Thepropagation delay 
an thus be expe
ted to be di�erent for the di�erent signals.This 
ould lead to skew between the signals at the loads and a lower maximumpossible 
lo
k frequen
y for the logi
.A.1.3 Propagation DelayThe path a data signal must traverse to get from the output of one �ip �op tothe input of another 
onsists of some time spent in the following 
omponents of anFPGA's ar
hite
ture:
• Asyn
hronous logi

• Inter
onne
tBoth of these 
omponents delay the signal by a 
ertain amount of time that isdependent on the logi
 used. Due to the limited amount of inter
onne
t available,it 
an be theorised that some signals may not be routed by the shortest path totheir destination. The limited amount of logi
 resour
es also means that it 
an beassumed that the signal destination may be pla
ed far from the signal sour
e. This49



sub-optimal pla
ement of logi
 and use of inter
onne
t seems to be
ome more likelyas more of the resour
es in the FPGA are used as the possible 
lo
k frequen
iesreported by synthesizers de
reases rapidly as designs be
ome large. The maximumpossible 
lo
k frequen
y is related to this propagation delay and de
reases as thisdelay in
reases.A.2 Methods to Maximise Clo
k RatesA.2.1 Built-in Resour
esFPGA manufa
turers invariably in
lude resour
es in FPGAs to optimise possible
lo
k rates. See se
tions in the introdu
tory data sheet for the Stratix II family(http://www.altera.
om/literature/hb/stx2/stx2_sii51001.pdf) for more in-formation on resour
es implemented for this family.
• Clo
k domain logi
 is generally separate from other logi
 with spe
ial purposemultiplexers and 
lo
k signal pro
essing 
omponents. This ensures minimal,and predi
table, 
lo
k signal skew and degradation.
• Dedi
ated signal paths are provided for 
ertain signals (e.g. 
arry bits for usewhen implementing adders) so that they do not need to be routed via generalinter
onne
t resour
es thus allowing the adder to operate at a higher 
lo
kfrequen
y.
• FPGAs often in
lude built-in 
omponents su
h as multipliers so that these,potentially slow due to being highly 
oupled, systems do not have to be 
on-stru
ted out of normal logi
 and inter
onne
t. These 
omponents 
an operateat a higher 
lo
k frequen
y than if they were 
onstru
ted from 
on�gurablelogi
.A.2.2 Compiler OptionsThe performan
e of a 
on�gurable logi
 design is largely the 
ompiler's responsibility.Very good 
ompilers exist that 
an do a good job of �tting a 
omplex design to aparti
ular FPGA while maximising the 
lo
k rate possible. The task 
an be time
onsuming and 
omputationally intensive however, with large designs taking hoursto pla
e and route. (Note that this dis
ussion is limited to the 
ompiler in
ludedwith version 3.0 of the Quartus II software pa
kage and some of the options maynot be available for other 
ompilers. The way in whi
h the options in
rease possible
lo
k rates are dedu
ed by the author from the results produ
ed when using them50



and from software des
riptions). The ways in whi
h the 
ompiler 
an be used toin
rease possible 
lo
k rates are as follows:
• Spe
ify whi
h signals are to be used (usually dedu
ed automati
ally) as 
lo
ksignals and at what speed they are to run. The pla
e and route algorithm
an then 
hoose where to position logi
 so that the required 
lo
k rate isa
hieved. The 
ompiler will often redo pla
e and routing if adequate timingis not a
hieved as many 
on�gurations of logi
 to a
hieve the same result areoften possible.
• Spe
ify that the 
ompiler should maximise the possible 
lo
k rate over otherparameters during 
ompilation. This may in�uen
e other fa
tors su
h as 
aus-ing the amount of logi
 to in
rease and should only be done if the possible 
lo
krate is a problem.
• For
e 
ertain registers to be pla
ed 
lose together by spe
ifying a maximumsignal propagation time between them. This 
an be tried if 
ertain registersare found to 
onsistently 
ause problems. This 
ould be assumed 
ause otherregisters not be optimally pla
ed however, espe
ially if registers are `handpla
ed' by the designer within the FPGA.
• The Quartus II 
ompiler allows signals to be grouped together by the designerinto a `
lique' and then attempts to pla
e these physi
ally near ea
h other tooptimise timing. This is useful if the design is made of blo
ks of logi
 
onne
tedby few signals.A.2.3 PipeliningPipelining is a popular means of in
reasing the possible 
lo
k frequen
y a digitaldesign 
an run at. The basi
 idea is to take a data path and divide it into stagesthat ea
h produ
e intermediate results. These results are fed to registers that feedthe inputs of the next stage. Ea
h stage is designed so that has a similar propagationdelay for data being pro
essed as the others. The delay for ea
h stage per 
lo
k 
y
leis a lot lower than if the data had to pass through the whole data path in one 
lo
k
y
le. This allows the 
lo
k rate for the data path to be in
reased. (See http://en.wikipedia.org/wiki/Pipeline for a good dis
ussion on this te
hnique).Advantages of this te
hnique are the following:
• It in
reases the 
lo
k frequen
y possible.
• It in
reases the possible e�e
tive data rate.51



• If planned for during system design, it 
an be a

ommodated with minimumdi�
ulty during implementation.When 
onsidering this te
hnique, the following possible disadvantages must be re-membered:
• The added registers 
an use signi�
ant resour
es. If resour
es in the FPGA ares
ar
e, this 
an redu
e the 
lo
k rate possible as logi
 is not pla
ed optimallydue to la
k of spa
e.
• Pipelining is often unneeded. Using 
ompiler options may be just as e�e
tive.Many 
ompilers perform pipelining automati
ally is enabled.
• Data paths be
ome more 
omplex if pipelining is added. This will add todesign, implementation and debugging time.
• Adding pipelining to a data path after design and implementation, espe
iallywithin a 
omplex system, often 
auses unanti
ipated e�e
ts in the rest of thedesign and may be very hard to implement su

essfully.A.2.4 Dupli
ating Logi
Logi
 with a high fan out 
an redu
e the possible 
lo
k frequen
y in a design aspreviously des
ribed in subse
tion A.1.2. In this 
ase, dupli
ating the logi
 sup-plying the signal to destinations 
ould redu
e the fan out and ease the pressure onwhere logi
 is pla
ed. This is often done by the 
ompiler automati
ally if ne
essarybut may need to be enabled. It may also need to be for
ed as many 
ompilersoptimise away dupli
ate logi
 automati
ally. (The 
ompiler in Quartus II seemsto automati
ally optimise away dupli
ate logi
 unless it a�e
ts the possible 
lo
krate). A disadvantage of this te
hnique is that extra resour
es are used whi
h maya
tually 
ause a redu
tion of possible 
lo
k rate as routing be
omes more di�
ultas previously des
ribed.
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Appendix B
Analogue to Digital ConverterPerforman
e Testing
No analogue to digital 
onverter (ADC) system 
an represent an arbitrary inputanalogue signal with perfe
t a

ura
y. This 
hapter gives details on tests performedto quantify the performan
e of ADC systems in this respe
t. All of these tests involvespe
tral analysis and this topi
 is explored before details on the tests themselves isprovided.B.1 Spe
tral AnalysisThis se
tion gives information on spe
tral analysis that relates to the testing ofADCs. A proper understanding of this topi
 is ne
essary when attempting to un-derstand the tests used to quantify an ADC's performan
e. The e�e
ts of time andfrequen
y-domain sampling are �rst explored, whi
h leads on to the relationshipbetween the dis
rete, �nite-length Fast Fourier Transform (FFT) (used by most
omputer Digital Signal Pro
essing pa
kages) and the 
ontinuous, in�nite lengthContinuous Fourier Transform (CFT) that is, ideally, what the FFT hopes to rep-resent.B.1.1 Time Domain SamplingAn ADC generates a dis
rete version of the input analogue signal. We would liketo know to what extent this dis
rete version of the analogue signal a

urately rep-resents the original signal. In [11, 
hapter 3℄ this pro
ess of time domain samplingis analysed. The results of this analysis are summarized below.Sampling an analogue signal in the time domain produ
es a periodi
 Fourier Trans-53



form 
onsisting of an in�nite number of s
aled and shifted 
opies of the FourierTransform of the original, unsampled signal summed together. The shift and s
al-ing fa
tor is determined by the sampling rate in the time domain. If the samplingrate is too low relative to the original signal's bandwidth or the bandwidth is in�nite,then 
opies overlap and information about the original signal is lost. This is knownas aliasing and 
an be solved by band-limiting the input analogue signal and/or byin
reasing the sampling rate.B.1.2 Frequen
y Domain SamplingIn a similar manner to time domain sampling, frequen
y domain sampling of a Con-tinuous Fourier Transform (CFT) produ
es a s
aled periodi
 time domain signalwhen the the result is represented in the time domain. This time domain signal 
on-sists of s
aled, shifted 
opies of the original unsampled time domain signal summedtogether. The s
aling and shifting fa
tor is again determined by the sampling ratein the frequen
y domain. If the sampling rate is not su�
iently high or the originaltime domain signal not �nite in length, aliasing in the time domain will o

ur [16,se
tion 9.5℄.This �nding provides hope that a dis
rete series (as present in digital systems) 
ana

urately represent a 
ontinuous time domain signal given appropriate 
onditions.The next se
tion shows that this is indeed possible and shows su
h a relationship.B.1.3 Relationship between the Continuous Fourier Trans-form and the Fast Fourier TransformWhen performing spe
tral analysis one ideally would like to obtain the in�nite-length, analogue CFT of the digital signal. Due to the dis
rete nature of digitalsignals and the limited storage resour
es in a PC, this is not possible.Some implementation of the FFT is generally used to transform the dis
rete, timedomain samples to a dis
rete frequen
y domain representation. The FFT is anoptimised algorithm used to 
al
ulate the Dis
rete Fourier Transform (DFT) ofa time domain series. Information on the FFT 
an be found in[11, 
hapter 9℄.The following subse
tions show that the dis
rete frequen
y domain representationprodu
ed by the FFT 
an a

urately represent the original signal under 
ertain
onditions.
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Relationship between the CFT and FFT for time limited signalsThe relationship between the FFT and the CFT of a sampled time-limited wave-form is derived in [16, se
tion 12.4℄. The following is a summary of the relationshipderived.1. The waveform x(t), having CFT X(ω), under 
onsideration is non-zero be-tween time 0 and T and zero otherwise. Further, it is sampled with period Tsgiving exa
tly N samples between 0 and T .2. A relationship between the DFT performed on the time domain signal formedand the CFT of the original time domain signal 
an be found. This relationshipis shown in equation B.1.3. The sum on the right 
an be seen to be the DFT of the sampled x(t) multipliedby T/N . The sum on the left is a periodi
 fun
tion 
onstru
ted from 
opiesof the CFT of the original analogue signal shifted by multiples of ωs (where
ωs = 2π/Ts) and summed together (a result of time domain sampling). Thisperiodi
 fun
tion is evaluated at multiples of ω0 (where ω0 = 2π/T ). If oneperiod from pωs to (p + 1)ωs of this sampled waveform is taken, the result isthe FFT.4. The result of performing an FFT on samples of a time limited waveform isthus identi
al to taking one period of the waveform obtained by adding s
aled,shifted 
opies of the CFT of the original analogue signal and sampling theresult. The magnitude of the shifting and s
aling depends on the time domainsampling rate, ωs and number of samples taken, N . The various parametersare related as follows Ts = T/N = 2π/ωs = 2π/Nω0

∞∑

m=−∞

X(nω0 − mωs) =
T

N

N−1∑

k=0

x(kTs)e
−j2πnk/N(∀n ∈ Z) (B.1)Relationship between the CFT and FFT for periodi
 time domain signalsAnother useful relation is derived in [16, se
tion 12.4℄. It is very similar to, andfollows from, the relation found above. This relation is between the FFT and theCFT of a sampled periodi
 fun
tion made from 
opies of the time limited pulse
onsidered previously. The following relationship is found:1. Create a periodi
 fun
tion y(t) from the time limited pulse x(t) 
onsidered inthe previous subse
tion. This is done by pla
ing an in�nite number of 
opies of

x(t) next to ea
h other in the time domain. Sample the result as before giving55



N samples per 
opy. This new fun
tion has a Fourier Series Y (n) 
onsistingof a series of dis
rete values equivalent to s
aling X(ω) and evaluating it at
nω0.2. The relationship between the CFT line spe
trum of y(t) and the FFT takenover one 
opy of x(t) that 
reated the time domain signal is shown in equationB.2.3. It 
an be seen that the FFT representation of the fun
tion is again equivalentto a s
aled, shifted sum of 
opies of y(t)'s Fourier Series.

∞∑

m=−∞

Y (n − mN) =
1

N

N−1∑

k=0

y(kTs)e
−j2πnk/N(∀n ∈ Z) (B.2)B.1.4 Number of Time Domain SamplesAssuming that the sampling period is kept 
onstant, the number of time domainsamples 
aptured 
an be signi�
ant when performing an FFT.Periodi
 
omponents of signals are often of interest when spe
tral analysis is used,as they show the produ
ts of system non-linearities su
h as harmoni
s and inter-modulation distortion produ
ts. It is easy to tell the di�eren
e between periodi
and time limited 
omponents if the FFT is used. As 
an be seen from equation B.2,the magnitude of an FFT sample representing a periodi
 signal is proportional tothe number of samples N . If the number of time domain samples used doubles, theFFT 
omponent 
orresponding to the periodi
 signal 
omponents should double insize as well. If the signal 
omponent is not periodi
, doubling the number of timedomain samples also doubles the time T over whi
h the FFT is evaluated and equa-tion B.1 shows that the FFT is proportional to N/T giving no amplitude 
hangefor non-periodi
 
omponents. Periodi
 FFT 
omponents 
an thus be `lifted' abovenon-periodi
 
omponents by in
reasing N , making it easy to distinguish the formerfrom the latter when viewing the magnitude spe
trum of the resultant FFT.Another 
ase where the number of samples is signi�
ant is the number of samples
hosen for analysis when the signal 
ontains a periodi
 
omponent to be analysed.If the samples 
hosen for analysis do not 
ontain an integer number of periods ofthe periodi
 signal 
omponent, the resultant FFT will not represent the CFT of the
omponent a

urately. Referring to the dis
ussion leading to equation B.2 it 
anbe seen that the resultant time domain periodi
 waveform y(t) 
onstru
ted will nota

urately represent the original periodi
 signal in this 
ase. This is be
ause x(t)does not 
ontain a full periodi
 
omponent of the signal as required. See subse
tionB.1.5 for related information. 56



A useful te
hnique when using the FFT is known as `zero-padding'. The dis
ussionon this te
hnique is taken from [11, se
tion 11.2℄. This involves padding the timedomain samples of the 
aptured waveform with zeros. The resulting FFT will havethe 
orresponding number of extra data points allowing more detail of the CFT theFFT represents to be seen. If this pro
ess is viewed with relation to the dis
ussionin B.1.3 it 
an be seen that adding the zeros does not 
hange the CFT of the originaltime limited pulse (as the time-limited signal is assumed to be zero where the zerosare added) but in
reases the rate at whi
h the resulting periodi
 CFT is sampledgiving a higher FFT resolution.The top left waveform in Figure B.1 shows 32 samples representing exa
tly 5 
y
lesof a sinusoid in the time domain. The 
orresponding magnitude spe
trum of theFFT is shown in the waveform to its right. The waveform on the left in the linebelow shows the same 32 samples but with 32 extra points of zero-padding. The
orresponding magnitude spe
trum of the FFT is shown to its right. This newspe
trum 
an be seen to 
ontain all of the points 
ontained in the spe
trum of theunpadded waveform but also extra points that give more information on the CFTof the time limited signal the FFT is 
onstru
ted from. The bottom line in this�gure shows an extreme version of this phenomenon, with the padding now beingin
reased to a ratio of ninety per
ent of the time domain samples. The spe
trum tothe right of this time domain sequen
e seems a lot di�erent from the spe
trum ofthe unpadded waveform but the only di�eren
e is the higher sampling rate of theCFT represented by the larger number of samples. The shape of this waveform isexplained in subse
tion B.1.5.B.1.5 WindowingThe following dis
ussion is taken from [11, 
hapter 11℄. Additions are made to relateit to previous subse
tions.
• In subse
tion B.1.3 it is shown that the FFT of a sampled, time limited signal

z(t) is equivalent to the sum of shifted, s
aled versions of the CFT of theoriginal time limited signal y(t) evaluated periodi
ally. If a periodi
 waveform
x(t) is 
onstru
ted from this waveform, the FFT 
an be shown to be relatedto the Fourier Series of the resulting waveform in a similar manner as shownin subse
tion B.1.3. The Fourier Series is a s
aled sampled version of the CFT
Y (ω) of the original time limited signal y(t) from whi
h the periodi
 signalwas 
onstru
ted.

• The time limited, sampled signal z(t) 
an be seen to be equivalent to takingthe entire unsampled, in�nite length signal x(t) in the time domain, obtaining57
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y(t) by multiplying it by a window fun
tion w(t), that leaves a band from 0 to
T and removes the rest, and sampling the result to give exa
tly N samples overthe period 0 to T . In the frequen
y domain, Y (ω) 
an be seen as 
onvolutionof the CFT of the in�nite, unsampled time domain signal X(ω) with the CFTof the window W (ω). Z(ω) is then the sum of s
aled shifted 
opies of Y (ω).

• If no weighting is applied to the input samples, the window 
an be seen as thefollowing fun
tion w(t) = 1 for (0 < t < T ) else 0. The CFT of this fun
tionis W (ω) = e−jωT/2 sin(ωT/2)
ωT/2

whose magnitude is a sinusoidal waveform whoseamplitude de
ays rapidly and whi
h has zero 
rossings at multiples of 2π/T(see [11, page 446℄ ) .
• If the signal x(t) is periodi
, 
onvolution of W (ω) with X(ω) will thus givea waveform Y (ω) that 
onsists of the sum of s
aled, shifted 
opies of W (ω)
entred at positions where the Fourier Series X(ω) is non-zero.
• If y(t) is sampled with period T/N , this leads to a CFT Z(ω) that is periodi
with period 2πN/T and 
onsists of s
aled, shifted 
opies of Y (ω) as dis
ussedin subse
tion B.1.1 on time domain sampling. If Z(ω) is 
ompared to the FFTof x(t) as shown in equation B.2 it 
an be seen that the FFT is a sampled,s
aled version of one period of Z(ω).
• If the Fourier Series X(ω) has elements lo
ated at multiples of 2π/T (implyingan integer number of 
y
les in period T ), the stru
ture of W (ω) ensures thatthe 
opies of W (ω) from whi
h Y (ω) is 
onstru
ted will not interfere with ea
hother at multiples of 2π/T as W (ω) is zero at multiples of 2π/T. If, in addition,the resulting Z(ω) is s
aled and evaluated at multiples of 2π/T (whi
h wouldbe the 
ase when performing an FFT as the FFT represents N s
aled samplesof one period of Z(ω)), the resulting waveform will a

urately represent theFourier Series of x(t) (assuming x(t) is su�
iently band-limited and periodi
so that aliasing does not o

ur).
• If the above 
onditions do not exist, then W (ω) 
an be seen to be distortingthe 
orre
t Fourier Series representation of x(t). If the 
opies of W (ω) arenot 
entred at multiples of 2π/T , the samples of Z(ω) will have remnants of

W (ω) and side-lobes of W (ω) will a�e
t signals at multiples of 2π/T . FigureB.1 illustrates this phenomenon when y(t) 
ontains an integral number ofperiods of a sinusoid. The top row shows the time domain sequen
e and its
orresponding FFT magnitude spe
trum and lower rows show more detail onhow the samples in the FFT magnitude spe
trum 
ome from samples of theshifted window fun
tions W (ω) summed together. As y(t) 
ontains an integralnumber of periods of the original x(t), sampling the transform here results inthe top FFT whi
h is a 
orre
t representation of the original x(t) (bar s
aling59



of 
ourse). This is to be 
ontrasted with Figure B.2 where y(t) does not
ontain an integral number of 
y
les (in this 
ase 4.5) of the original x(t).As 
an be seen in the bottom FFT, whi
h is shown next to the time domainsamples that generated it, the FFT is far from an a

urate representation ofthe Fourier Series of x(t). It 
an be seen that the CFT of the windowingfun
tion has been sampled in
orre
tly with signi�
ant distortion as a result.If this is the 
ase, other windowing fun
tions W (ω) should be used that haveproperties that make the distortion less, depending on the appli
ation.
• These, alternative, windowing fun
tions and their properties are dis
ussedin [11, se
tion 7.4℄ and the following results given. The re
tangular window
onsists of the narrowest main lobe but largest amplitude side lobes in thefrequen
y domain. This leads to it being best when individual frequen
y 
om-ponents are to be represented, espe
ially when 
lose to one another as leakagebetween the two is minimal due to the narrowness of the main lobe. Thelarge side lobes mean signi�
ant noise addition to a signal from distant signalsthough. Windows like the Bla
kman window have very low magnitude sidelobes whi
h minimise the distortion from distant signals but a very wide mainlobe, 
ausing signi�
ant distortion of individual frequen
y 
omponents due tothose around them and di�
ulty in dis
erning between signals that are 
loseto one another.

B.2 Standard Performan
e TestsVarious parameters have been devised to help quantify the performan
e of a spe
i�
ADC. These parameters are 
al
ulated by spe
tral analysis of data 
aptured understandard test 
onditions.B.2.1 Single Tone TestIn this test, a signal generator is atta
hed to the system inputs and a sinusoidgenerated. This signal should be as spe
trally pure as possible and should be as 
loseto the maximum power level supported by the ADC as possible so that as mu
h ofthe dynami
 range of the system 
an be tested as possible. This test is repeated atvarious frequen
ies through the bandwidth of interest. Although di�ering in detail,most manufa
turers use some variation of this test so that 
ustomers 
an easily
ompare produ
ts using parameters garnered from this test. A brief des
ription ofthe parameters that 
an be 
al
ulated using this test are given below:60
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Figure B.2: Sequen
e illustrating distortion due to unfortunate 
hoi
e of windowfun
tion size
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SNR Signal to Noise Ratio. The ratio of signal to noise power, ex
luding DC anda number of harmoni
s.ENOB E�e
tive Number of Bits. This takes the SNR and 
al
ulates the resolu-tion of the ideal ADC that would produ
e the same data quality with onlyquantisation noise e�e
ts.SINAD Signal to Noise and Distortion (Ratio). The ratio of signal power to allnoise sour
es ex
ept DC.SFDR Spurious Free Dynami
 Range. The ratio of the largest noise signal, gener-ally assumed to be a harmoni
, and peak signal power.THD Total Harmoni
 Distortion (Ratio). The ratio of power in a number of har-moni
s relative to the signal power.The information on these parameters and the algorithm used to 
al
ulate thembelow is from [4℄ and [5℄. The algorithm used to 
al
ulate the various parameters is:1. Extra
t a number of samples from the waveform 
aptured. Windowing 
an beavoided if the frequen
y of the sinusoidal input and the number of samples are
hosen 
arefully (see subse
tion B.1.5 for more information).2. Apply a window fun
tion to the time domain samples to redu
e spe
tral leak-age if ne
essary.3. Perform an FFT on the data to obtain a frequen
y domain version of the data.4. Use the FFT results obtained to 
onstru
t the power spe
trum of the signal.5. Normalise the power spe
trum so that power in frequen
ies are relative tothe maximum possible signal power. (See Figure B.3 for the normalised powerspe
trum obtained from a 
aptured 2 MHz sine wave with harmoni
s marked).6. Obtain the indi
es of the bins 
ontaining most of the sinusoid signal's power.This normally in
ludes a number of spe
tral bins around the fundamental dueto distortion from the main lobe of the windowing fun
tion used (see se
tionB.1.5). In a similar manner, obtain the indi
es of the bins 
ontaining mostof DC power and a number of harmoni
s. (See Figure B.4 for the normalisedpower spe
trum of the 
aptured 2 MHz sine wave showing all these bandsof indi
es). The signal, harmoni
s and DC bins shall be ex
luded from theoriginal power spe
trum when 
al
ulating the noise power.7. The indi
es found 
an be used to 
al
ulate the power in the signal, harmoni
s,noise and their related parameters.62
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aptured 2 MHz sine wave with harmoni
s marked

63



0 5 10 15 20 25 30 35 40 45 50
−160

−150

−140

−130

−120

−110

−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

0
50k Point Power Spectrum Showing Bands to be Removed

Frequency (MHz)

P
ow

er
 (

dB
F

S
 in

to
 1

 O
hm

)

Figure B.4: Power spe
trum showing bands to be ex
luded from noise 
al
ulation

64



B.2.2 Grounded Input TestA similar test to the one above involves 
onne
ting the analogue input of the systemto ground via a load that mat
hes the impedan
e expe
ted by the sampling 
ir
uit.Data is then 
aptured and the results analysed. This test shows the noise to beexpe
ted from non data related sour
es (thermal, 
oupling from power supplies). Asignal to noise ratio 
an be generated by 
omparing the noise power to a theoreti
alfull-s
ale sinusoid. This ratio gives the maximum possible data resolution the system
ould obtain assuming no other noise sour
es. The algorithm to obtain this ratio isas follows:
• A
quire a large number of data samples.
• Perform an FFT on the samples.
• Generate a power spe
trum using the FFT data.
• Normalise the power spe
trum by dividing ea
h value by the maximum theo-reti
al power value.
• Remove DC and some of the adjoining bins.
• Sum up the remaining noise 
omponents from half a Nyquist Zone. This givesthe total noise that would be the SNR if a spe
trally pure, full-s
ale tone hadbeen the input to the system.B.2.3 Multi-tone TestA further test des
ribed in [4℄ is often used to test nonlinearities in an ADC. Thisis identi
al to the single tone test ex
ept that the input analogue signal 
onsistsof two frequen
ies. The results are analysed to test the e�e
ts of intermodulationdistortion. This test was not performed for this system due to time 
onstraints andthe fa
t that the e�e
ts of nonlinearities are tested in single tone tests.
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Appendix C
Bu�er and Data Path Design
This Appendix details the design of the �rmware data path for this proje
t. Varioustasks to be performed and their priorities in the system are provided �rst. Followingis a des
ription of resour
es available to a

omplish the tasks. The design of the�nal system is provided in the �nal se
tion.C.1 TaskThe data path to be 
onstru
ted had to 
onform to the requirements spe
i�ed inTable C.1. This gives a list of requirements for the data path and extent to whi
hthe design had to enfor
e ea
h of them.C.2 Resour
esThe storage elements available to use in the design of the data path are given in TableC.2. Various parameters relevant to the tasks to be a

omplished are also given.There proved to be a more than adequate supply of logi
 resour
es to implementTable C.1: Data path requirementsRequirement Importan
eMaximise bu�er spa
e available to 
ompensate for stalls High but only as mu
h asne
essaryAllow re
overy from stalls in data �ow due to laten
ies inother parts of system ImperativeEnsure spa
e is always available for new data ImperativeCon�gurable resolution Ni
e to haveDete
tion of over�ow in bu�er and a means of 
ommuni
atingthe lo
ation and extent of over�ow. Imperative if needed66



Table C.2: Storage element resour
esDes
ription StorageCapa
ity Dual PortCapable Output DataBus Width(bits) Input DataBus Width(bits)On-board RAM resour
es 6 kB Yes Con�gurable Con�gurableZBT RAM integrated 
ir
uit 4 MB No 36 (
ombined in/out)the pipelining and logi
 ne
essary for the data path in the FPGAs provided.C.3 DesignAt the highest level, the data path 
an be seen to 
onsist of two pro
esses operatingin parallel. The one 
oordinates the writing of ADC data to the bu�er and the other
oordinates the reading of data from the bu�er and outputting it to the PCI DMA�rmware. The bu�er thus a
ts as a large FIFO with the writing pro
ess pushingdata into it and the reading pro
ess pulling data out of it. These pro
esses runindependently of ea
h other ex
ept for a variable that keeps tra
k of what part ofthe bu�er ea
h pro
ess is operating in relative to the other and prevents the pro
esses`overtaking' ea
h other 
ausing data loss and 
orruption.The logi
 needed to insert a syn
hronisation word into data at the end of a blo
kproved reasonably simple at the expense of some resour
es. Figure C.1 shows amodi�ed ASMD 
hart des
ribing logi
 used to insert a syn
hronisation word (see[12, page 195℄ for more on ASMD 
harts). This algorithm is implemented in `Data-Path_Control.vhd' on the a

ompanying CD in the `�rmware' dire
tory.The design of the bu�er, given the storage resour
es available, was di�
ult due tothe many trade-o�s and unknowns involved.
• The use of the ZBT RAM would in
rease the size of the bu�er by a largefa
tor. This would maximise the number and size of laten
ies that 
ould be`absorbed' by the system. The ZBT RAM was not a dual-port module. Thiswould mean that reads and writes 
ould not happen simultaneously and wouldhave to be interleaved. The data bus width was also not su�
ient to allowreading at the same rate or higher than writing for data resolutions above9 bits. This meant that the reading pro
ess would always fall behind thewriting pro
ess when using this module if higher data resolutions were used.O

asional laten
ies introdu
ed by the rest of the system would exa
erbatethis and lead to inevitable over�ows if this module were used ex
lusively.
• The onboard RAM resour
es were ideal for use in this appli
ation. FIFOswould be easy to 
onstru
t and allow simultaneous reading and writing. With67



Figure C.1: ASMD 
hart showing syn
hronisation word logi
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Figure C.2: Complex writer pro
ess state ma
hinethe appropriate 
hoi
e of data bus width, this would allow for the readingpro
ess to read at the same or higher rate than the writing pro
ess as the PCIDMA �rmware would a

ept data in 64-bit words per 
lo
k 
y
le and datawould be produ
ed at a maximum of 32-bits per 
lo
k 
y
le for 14-bit (padded)resolution. However, the amount of RAM resour
es available was extremelysmall (6 kB) so that the use of these for bu�ering alone would de
rease thebu�er size signi�
antly 
ompared to bu�ering using the ZBT RAM.
• Using a bu�er that 
ombined the use of ZBT and onboard RAM would in-
rease the 
omplexity and size of the system (and thus implementation, testingand debugging time). The ZBT RAM needed a driver to 
ompensate for thepipelining in its use as well as logi
 to swap between the two RAMs or toprodu
e the view of a large generi
 RAM blo
k. In
lusion of the ZBT modulewould mean an algorithm based on 
areful study of data �ow through the PCIsubsystem.The initial 8 bit resolution prototype used both the onboard and ZBT RAMmodules.Figure C.2 shows the writing pro
ess' state ma
hine and Figure C.3 shows thereading pro
ess' state ma
hine. This prototype was the most rugged in terms of thethe number and size of laten
ies it 
ould absorb. It was the most time 
onsuming toimplement and test however due to the added 
omplexity, and did not s
ale easilyto higher data resolutions.Later prototypes were a lot less 
omplex. During testing of the �rst prototype69



Figure C.3: Complex reader pro
ess state ma
hineit was found that the ZBT RAM was very lightly used and basi
ally unne
essaryand it was hoped that this trend would 
ontinue in later prototypes. The ZBTRAM was dis
arded along with the 
omplex logi
 to 
ontrol swapping betweenstorage modules and modi�
ations were made to ensure easy s
alability betweendata resolutions. The state ma
hines for the simpler reader and writer pro
esses areshown in Figure C.4. This algorithm was implemented in `DataPath_Control.vhd'on the a

ompanying CD in the `�rmware' dire
tory.
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Figure C.4: Simple writer and reader pro
ess state ma
hines
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