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Abstract

A device has been designed that cancels the leakage sigmadrethe transmit and

receive antenna in a Stepped Frequency Continuous Waven@Geenetrating Radar.
The front end of the radar operates at high signal levels asd, result, a large signal is
coupled directly from the transmit to the receive antenniais Signal uses a significant
part of the dynamic range of the data-capturing device, atogne-to-digital converter

(ADC). The objective of this cancellation is thus to incredise effective instantaneous
dynamic range of the radar system.

Simulations show that 10-bit amplitude and phase resaiutiahe digital cancellation
circuit would achieve maximum cancellation in the preseotehase noise and other
sources of error. This result is confirmed when the hardveatresited.

The device was constructed and operates as intended. heststlsat cancellation ex-
ceeding 53dBm is possible through careful calibration. dswoncluded that the device
could successfully be integrated into the SFCW GPR andtthaiild achieve an increase
in the instantaneous dynamic range.
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Chapter 1
Introduction

This dissertation describes the theory, design and iniegraf an Intermediate Fre-
quency Cancellation (IFC) module for use in a stepped freguecontinuous wave,
ground penetrating radar (SFCW GPR). The objective of taigcellation device is to
increase the overall instantaneous dynamic range of tlee sydtem.

The front end of the ground penetrating radar system opseedtieigh power levels. The
high-powered transmit signal that directly couples inte thceive antenna of the radar
must be removed from the received data. This signal takes lapya portion of the
dynamic range of the data-capturing device, a 16-bit aneddag-digital converter (ADC).

If this unwanted component could be cancelled out, the t&stdignal could be amplified
before it is sampled by the ADC. This would increase the mstiaeous dynamic range of
the system, since smaller targets will now be detectabldeamer radar scans are required
to lift the signal above the system noise.

The method of cancellation makes use of a frequency geoerggchnique known as
Direct Digital Synthesis (DDS). DDS was chosen becauséaivalhigh resolution phase
adjustment of the synthesized waveform, which will be shéwvbe of great importance
in this application. The operation of the DDS technique dloutlined in this document,
but for a rigorous treatment the reader is referred to Gotl[i].

It will be seen that it is impossible to cancel the coupleahalgerfectly. Various factors,
such as uncorrelated phase noise in the transmit, receiMeagatellation synthesizers and
guantization errors in amplitude and phase of the DDS, aoresible for this. Imperfect
calibration of the cancellation signal will also cause adetation in performance. The
effects of the resulting partial cancellation are showrhia paper.

1.1 Objectives of Dissertation

The objectives of this dissertation can be summarized &siisi

1. To design hardware that will cancel the leakage signahfi@nsmitter to receiver
in a SFCW GPR radar, with the objective of increasing theaimstneous dynamic
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range of the system.

2. To simulate the performance of this IF cancellation medafter a model of the
system has been derived.

3. To measure the performance of the real system and contpaite the simulation
results.

4. To draw conclusions as to the success of the concept ofriEetiation and its
hardware implementation, as well as make recommendatmmiufure work in
this field.

1.2 Plan of Development

This document is organized as follows:

Chapter 1

The remainder of this introductory chapter will give the kgound to, and statement
of, the problem at hand. The operation of SFCW-GPR will bdarpd first, since it is
central to the problem. It will be shown that one of the shmmags of Continuous Wave
(CW) radars is the large signal coupled directly betweenrdresmit and receive antennas
of the radar. This leakage signal often dictates the dynaamge of the system, since it
is larger in amplitude than the signals scattered back feogets.

The leakage signal contains no additional information akergets and can mask targets
at close range or cause smaller targets to be undetectalileslata-capturing device
(usually an ADC). It will be seen that one can remove this umed signal by subtracting
a recreated version of the leakage signal from the retunigea@ls This can either happen
in the RF stage or in the IF stage of the radar circuitry, ddp®non various factors. IF
cancellation is more practical since only one frequencyla¢e be recreated, as opposed
to many if cancellation is done in the RF stage of a SFCW radar.

Chapter 2

Chapter 2 presents the theory required to realize the IF&liation Module. Firstly, sig-
nal cancellation in the context of this paper is defined. #hswn that the most effective
method of cancellation is adding two signals that are in eaati-phase with respect to
each other. Motivation for the use of Direct Digital Syntisg®DS) will also be given.

The chapter then continues by explaining the operation o5DP breakdown of the
system architecture will show that DDS has two main souréesror. Phase truncation
and amplitude quantization produce spurious signals irDiD& output spectrum. The
level of these spurs are dependent on the amplitude and pdsdation and a simulation



will show that there is no significant gain in signal-to-r@istio when one has more
resolution in one than the other. This resultis an impomaetand is used in the hardware
design phase.

The next part in the chapter deals with phase noise in signates and oscillators. An
ideal oscillator exhibits a perfect spike at its output treqcy in the frequency domain.
All real oscillators exhibit phase noise, however, and dagses a spectrum that is not
infinitely narrow. Phase noise and its causes are discussadnaeasure of frequency
stability in the frequency domain. The time domain versibfrequency stability, jitter,

is also explained and it will be shown how to convert from agghaoise plot to a jitter
figure. This conversion is essential, since it is used inithelaition of the IF Cancellation
Module. Allan Variance, another measure of frequency btalié also documented for
completeness.

The chapter concludes by showing the effects of phase no@mplitude and phase
discrepancies in the SFCW radar by means of simulation. helation software was
developed by Langman [40] during his PhD thesis. The sirnaratill show radar range-
profiles and show how the performance deteriorates as plogse amplitude and phase
errors are introduced in the various components in the sydiote that these are quali-
tative rather than quantitative simulations, the objecheing to show the effect visually
instead of mathematically.

Chapter 3

In Chapter 3, a model for the IF Cancellation Module is depeth The objective of the
model is to create a simulation of the system which will shbevéffects of phase noise,
guantization in the DDS and phase offsets on the IF signal.

The model includes the RF stage of the radar system. Thentitiad signal is mixed
with a receive signal and bandpass filtered to produce thersyd-. The transmit and
receive signals both contain phase noise, but the noisegslyacorrelated.

The cancellation signal is then generated, using exactlysdme architecture as a real
DDS would. The quantized DDS signal is filtered and added ¢olfh The simulation
shows the effects of phase noise in both the IF and the caticellsignal at various bit
resolutions for the DDS. An important result is that theraasmprovement in cancella-
tion at relatively high levels of phase noise if the DDS rasioh is increased.

The main shortcoming in the simulation is the IF bandpas filthis could not be mod-
elled completely, since the MatLab filters are difficult tatedfter some experimentation,
the results seem promising, however.

Chapter 4

Chapter 4 contains a description of the hardware desigrepsod he details will be kept
to functional block-level, but should give the reader a gowght into what would be

3



required to reproduce such a cancellation module. Deteitedit diagrams are contained
on the included compact disc named Appendix B.

The module takes the form of a 4-layer printed circuit bo&@B). Various considera-
tions must be taken into account when designing a PCB to emshigh degree of signal
integrity and low electro-magnetic interference (EMI).€T$teps taken to ensure this are
highlighted in this chapter. Test-software is also devetbi verify the functionality of
the module, but will not be used in the eventual radar system.

After testing the hardware, it could be concluded that thelmhefulfils all the functional
requirement set out in the beginning of the chapter and tg®ees intended. It must be
noted that some minor alterations could improve the opmraif the module, but are not
essential for its functionality.

Chapter 5

In Chapter 5 the performance of the system will be evaluaidils phase measures the
true success of the concept of IF cancellation and the haedeesign.

First, spectral purity of the cancellation signal is meadurThis measurement indicates
that the DDS indeed generates a clean signal, with a narrevBpurious-Free Dynamic
Range (SFDR) in excess of 80dBC and wideband SFDR of 70dBtgImeeasured. The
phase noise of the generated signal is also measured hdra pdot of this measurement
Is included.

The second, and more important measure, relates to thedegahcellation that can be
achieved. Two IF Cancellation Modules were used for this-tese generating an IF and
the other generating a cancellation signal that is addedeidR. The test indicated that
the possible cancellation exceeds 53dB and that the RM&lmteveen the two signals is
smaller than 4mV when the optimum phase difference and &mdjglibbalance is achieved.

After the measurements are taken, the results are comuettease obtained from simula-
tion. The comparison will show that the simulation model w&esurate in its predictions
pertaining to digital word lengths of amplitude and phase,icorrect in predicting the
RMS error between the IF and cancellation signals.

Chapter 6

The final chapter is an overview of this report and will dramdasions from the results
obtained during this dissertation. The most important eséhconclusions is that the
concept and physical incarnation of an IF Cancellation Medjves promising results.
A high degree of cancellation is possible with the module, anth correct calibration,
could dramatically improve the dynamic range of the SFCW G&tRvhich it has been
designed.



1.3 Background to Problem

Before the problem addressed in this dissertation can Ibedstthe basic operation of
SFCW radar must first be explained. The explanation giveae hmarely serves to give a
conceptual understanding of the architecture; for a fethttment of the topic, the reader
is referred to Langman [40] and Noon [47].

As the name suggests, a SFCW radar transmits a number oéfreigs, with equal steps
between the different frequencies. An example of the fraqudime relationship of the
transmit waveform is shown in Figure 1.1, where 'F_u’ is thghlest and 'F_I' is the
lowest frequency transmitted.

frequency

A
Fu.--

FI--

Figure 1.1: A frequency-time plot of the transmit waveforfracstepped frequency con-
tinuous wave radar

The reason for using some form of frequency modulation inttaesmit waveform is
two-fold. Firstly, CW radars work on the principle that theturned wave’s phase shift
is proportional to the distance to a target [40, 41]. If a Brfgequency were used, the
unambiguous range of the radar would be limited to half thealength of that frequency
[41]. In using more than one frequency, the range of the systn be increased. Sec-
ondly, the return from any one of the frequencies in SFCW isg@ls vector consisting of
the sum of all the scattering vectors [36]. The contributiegtors can only be resolved
by applying a Fast Fourier Transform (FFT) to a number okdéht frequencies.

The radar of interest in this dissertation uses a “Heteredynal Synthesizer Architec-
ture”, as described by Langman [40]. A block diagram of sudystem is shown in
Figure 1.2.
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Figure 1.2: Block diagram of “Heterodyne Dual Synthesizechitecture”, taken from
Langman [40]

The system consists of separate transmit and receive syrehg locked to the same
reference oscillator and offset in frequency by the systénThe transmit waveform is

amplified and radiated through the transmit antenna. Raftectrom targets are received
by a separate receive antenna and mixed with the receivieesinér. The resulting signal
is then filtered at the IF to remove harmonics, after whichk relady to be captured by an
ADC for further processing.

Continuous Wave (CW) radars, as opposed to pulse radars, bat transmitter and
receiver on at all times. One of the most severe difficultiesoentered by designers
of CW radar systems is the transmit-receive leakage prgbdecording to Stove [55].
This refers to electromagnetic energy that is coupled tyrdom the transmitter into
the receiver. Skolnik [53] even suggests that CW radars esarrbe designed to meet a
nominal power budget.

Kabutz,et al.[41] lists the effects of this leakage (in ascending ordesederity) as

e Decrease in receiver sensitivity
e Saturation of the receiver

e Destruction of the receiver

The specific effect in any given situation is dependant ontittaesmit power levels in-
volved, as well as the degree of isolation that can be actlibeéwveen transmitter and
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receiver. Note that not all CW radars use separate transmiteceive antennas, but in
the GPR in question in this dissertation, two antennas ad.us

Kabutz,et al.[41] goes on to list various techniques to eliminate thisiteeough signal.
The terms ’feedthrough’, 'leakage’ and 'direct coupledjrgal will be used interchange-
ably in this document, but they all refer to the signal thatasipled directly between a
transmitter and receiver in a CW radar system.

The applicable techniques described involve accuratedyaiterizing and recreating the
leakage signal with a 180phase difference. This recreated signal is then added to the
original signal so that subtraction of the leakage is addevlhe cancellation circuitry
can be placed either in the RF or in the IF stage of the system.

If placed in the RF stage, the cancellation system must béqusd immediately before
the first IF mixer. This option must be taken if the RF reces®ge’s dynamic range
is not sufficient to accommodate the signal and feedthrougdte disadvantage of this
approach is that the cancellation module would have to ¢perger the entire bandwidth
of the SFCW radar.

If the RF stage can handle the signal and feedthrough, datioalcan be done in the
IF stage. This is easier to implement, since cancellatidy meeds to take place at one
frequency.

1.4 Problem Statement
The problem at hand can then be stated as follows:

Design a hardware module that can generate a high quakty fiigh
SFDR) sinusoid at one particular frequency (the systemh& is instanta-
neously adjustable in both amplitude and phase. The modust take as an
input a signal of the same frequency and be able to add theajedesignal
to the incoming signal. The resulting signal after the sungyprocess must
be amplified to variable gain levels, depending on the reguénts of the rest
of the radar system.

Show, through comprehensive testing that the designed imogerates
as intended and can be integrated into the SFCW-GPR for whishde-
signed.

To realize the solution, simulations will need to prove tift concept is viable. The rest
of this paper describes the theory, simulation and desigrairdware module that meets
these requirements.



Chapter 2

Theoretical Considerations of IF
Cancellation

Chapter 2 presents the theory required to realize the IF&liation Module. Firstly, sig-
nal cancellation in the context of this paper is defined. #hiswn that the most effective
method of cancellation is adding two signals that are in eaati-phase with respect to
each other. Motivation for the use of Direct Digital Syntisg®DS) will also be given.

The chapter then continues by explaining the operation o5DP breakdown of the
system architecture will show that DDS has two main souréesror. Phase truncation
and amplitude quantization produce spurious signals irDiD& output spectrum. The
level of these spurs are dependent on the amplitude and pdsdation and a simulation
will show that there is no significant gain in signal-to-r@istio when one has more
resolution in one than the other. This resultis an impomaetand is used in the hardware
design phase.

The next part in the chapter deals with phase noise in signates and oscillators. An
ideal oscillator exhibits a perfect spike at its output treqcy in the frequency domain.
All real oscillators exhibit phase noise, however, and tasses a spectrum that is not
infinitely narrow. Phase noise and its causes are discussadnaeasure of frequency
stability in the frequency domain. The time domain versibfrequency stability, jitter,

is also explained and it will be shown how to convert from agghaoise plot to a jitter
figure. This conversion is essential, since itis used initnelstion of the IF Cancellation
Module. Allan Variance, another measure of frequency Btals also documented for
completeness.

The chapter concludes by showing the effects of phase nagemplitude and phase
discrepancies in the SFCW radar by means of simulation. helation software was
developed by Langman [40] during his PhD thesis. The sinarlatill show radar range-
profiles and show how the performance deteriorates as ploés® amplitude and phase
errors are introduced in the various components in the sydiote that these are quali-
tative rather than quantitative simulations, the objecheing to show the effect visually
instead of mathematically.



2.1 Definition of IF Cancellation

Consider a typical ground penetrating radar (GPR) sceuigqicted in Figure 2.1.

Ant enna

Rx
A /\ SURFACE

Tar get

Il um nated
Ar ea

Figure 2.1: A typical GPR scenario

At some timet, the transmit (Tx) antenna transmits a radar wavefdy(t). The receive
(Rx) antenna waits for reflected electromagnetic energy fadarget or targets. Besides
the energy reflected from targets, a large signal is coupledtty from the transmitter
into the receiver. It must be noted that this phenomenondsumtered in all CW radars
and is not confined to GPR [55].

This signal will be significantly larger than any signal refed from a target. In terms
of a radar range profile, it will appear as a large receivedaigt virtually zero range.
The effect is that this large coupling signal effectivelgses the dynamic range of the
system because it uses the full-scale input of the ADC. lvearse small target reflection
not to be detected and can also mask smaller targets thaloseeto the radar during a
single radar scan.

A vector representation and simplified radar range profiléhef situation is shown in
Figure 2.2. In the range profile, the Received Power (y) assaled in the 8 quantization
steps of a 3-bit ADC, which is used as an example to illustreggproblem.

As can be seen in Figure 2.2, the coupling signal is signifigdarger than the target
information. The received power in the range profile is stabeaccommodate the large
feedthrough signal at the input to the ADC. This means thaeta2 will not be large
enough to toggle the ADCs least significant bit (LSB) and leawitl not be detectable by
the radar system.

It may be possible to detect target 2 if “stacking” is usedcging involves taking mul-
tiple measurements of the same area and averaging thesteRalhdom components in
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Figure 2.2: (a) Vector diagram of typical received radanalg reflections from targets
plus direct feedthrough coupling, (b) Simplified radar rpgofile showing targets and
direct coupling signal

the return signal such as background noise will averagetatisscally and real targets
will become larger in amplitude and hence detectable byybtem. Range profiles with
different stacking numbers using the SFCW GPR simulatiobamigman [40] is shown
in Figure 2.3:

It is seen that a large number of stacks, more than 64, isnegjtd make the targets
visible. Even in this event, the target signals (at 3m and &nge) are barely above the
noise floor.

If the feedthrough signal could recreated and subtracteah fthe total signal and the
result amplified, cancellation would be achieved and thetitn would look as shown in
Figure 2.4.

Now that the coupling signal has been removed, the targetnetan be amplified and
all three are detected by the ADC.

If stacking is used in this case, the following is seen by $ation:

As can be seen, after 64 stacks the targets are clearlyevistimve the noise floor. This
compares favourably with the simulation results shown guFe 2.3 in that fewer stacks
are needed and the signal-to-noise ratio has improved.e 3&ss stacks are required,
more scans can be taken during a specific time.

Dynamic range in a system is defined as the ratio between themaa allowable signal
and the minimum detectable signal in that system. Since themam detectable signal

has been decreased, this ratio will be bigger and an incredise system dynamic range
has thus been achieved.

2.1.1 Creating the Cancellation Signal

The most important aspect of this subtraction method of@éatmn is accurately recre-
ating the leakage signal. The leakage signal will be a sefisgwusoids of varying am-

10



Range Profile, no Cancellation, Stacking Factor: 1

-50

-60

|

|

|

|
=70},
|
=807

A /
\
-90f '\ i

A
\ Y

Received Power in dBm

V“I\-I ' 1
"\'V\’\"/I/I/Irv“'

-100

Received Power in dBm

-110
0 5 10 15

Range in Meters

20

-50

-60

-70

-80

-90 7/

Received Power in dBm

-100

Range Profile, no Cancellation, Stacking Factor: 64

Received Power in dBm

-110
0

Range in Meters

20

-100

-110

-110
0

Range Profile, no Cancellation, Stacking Factor: 8

-50

-60

|
|
|
=70
|
|

-80

-90f ’

A\ ~
VANF gy Y

0 5 10
Range in Meters

15 20

Range Profile, no Cancellation, Stacking Factor: 256

-50

-60

=70

-80

-90 /

-100 S e

Range in Meters

15 20

Figure 2.3: Four Range profiles with direct coupling sigmal &arious stacking numbers

y
Real TargetsA

(@)

Recei ved
Power

Targets

I\

(b)

3» Range
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plitude and phase at the system IF. This is due to the stefppgdency transmit signal
that is mixed down to the system IF not being phase continuous

The phase difference between the received and cancellsigjoals is a very important

consideration if the subtraction method is to be used. THg fsaquency synthesis

method technique that offers phase control is DDS. Not oaly DDS accurately set

the phase of its output signal, but it can also switch to sedsfiit phase almost instanta-
neously.

From an electronic hardware design point of view it must &lsmoted that operational
amplifier adder circuits are less complex and more accuhnaie their subtraction coun-
terparts. It would thus be viable to create the cancellaignal in exact anti-phase to the
leakage signal and then add it to the received signal.

2.1.2 Imperfections in the Cancellation Process

Perfect cancellation will not be possible, however. Thetisgrious imperfection is an
imbalance between the amplitudes of the feedthrough ancetiation signals. If these
signals are in perfect anti-phase, the degree of cana#ilaiil be proportional to the level
of amplitude balance. This implies that the entire leakagead will not be removed, but
for small amplitude imbalances the cancellation will berfgaxfect.
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Phase imbalance has more drastic effects. Consider thaisituvhere the amplitudes
of the leakage and cancellation signals are equal, butphese difference is not exactly
180°. A vector diagram of this scenario is shown in Figure 2.6. Farity, the contribu-
tions from other targets are ignored.

x D rect
Coupl i ng
180+phi
- > X
Cancel lation ' X Spuri ous
Si gnal \ Si gnal

Figure 2.6: The creation of a spurious signal due to phasalenbe between the direct-
coupling and cancellation signals

As can be seen in Figure 2.6, a spurious signal can be crdatiee feedthrough and
cancellation signals are not exactly £8part in phase. This is shown by simple vector
addition. The magnitude of this spur is proportional to thage imbalance. Three main
factors will contribute to this phase discrepancy.

Firstly, the phase resolution of a Direct Digital Synthesiavhich is used to generate
the cancellation signal, is limited. The phase is accurtatg—ot degrees, whera is the
number of bits in the phase accumulator of the DDS.rFarl2 (which is not uncommon

in modern DDS)the phase resolution is 0.89This may seem adequate, but it must be
remembered that the signals reflected off real targets d@heeafrder of -70dBm and even
a small phase error such as this can cause a spur that is @iitteessder of magnitude as
real targets.

Secondly, all signal sources exhibit phase noise. IdemBygnal source produces a single
spectral line with no energy at any other frequency. In tealhis is never the case and
phase noise is a measure of the energy in frequencies cldkattof the source. It is
usually denoted by(f,,) and is defined as the noise power in a 1Hz bandwidth at an
offset frequencyf,,, from the source’s primary frequency [28].

These phase imperfections will be present in both the feedgh and cancellation sig-
nals. Some of the phase noise will be correlated since afligral sources in the system
run from the same master reference: the system clock. Thelated phase noise should
not present a problem, since it will be cancelled. There &#b be uncorrelated phase
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noise between the two signals as well as additive externaenbowever, which is ran-
dom in nature. The vector diagram below shows the implicataf these random phase
fluctuations.

Phase Noi se
Vect or

> <

Direct
Coupl i ng

> X

Cancel | ati on
Si gnal

Phase Noi se/ !

Vect or

Figure 2.7: The feedthrough and cancellation signals irpteeence of phase noise. The
dotted lines represent the areas in which the phase of thalsigould vary due to added
phase noise vectors.

The dotted lines in Figure 2.7 represent possible positidiise two vectors. As can be
seen, the presence of uncorrelated phase noise also ressjisrious outputs, since it
causes the directly-coupled and cancellation signals tdean exact anti-phase. The
phase error will not be a constant, however, and this wilseaspurs to appear and dis-
appear in a random fashion. This, in effect, will result ie 8ystem noise floor rising,
which is undesirable.

The third cause of phase error is attributed to inaccurdileration of the IF cancellation
module. An algorithm will need to be devised that estabkshd 8® phase difference
between the cancellation and feedthrough signals. Thisi& 18 meant by calibration in
this paper. Failure of this algorithm to ensure the signedsira anti-phase will result in
the same spurious signal being created as is shown in Figbire 2

2.2 Direct Digital Synthesis Explained

Direct Digital Synthesis (DDS) or a Numerically Controll@dcillator (NCO) is the clos-
est to an all-digital frequency synthesis technique albleléoday. Goldberg [24] defines
frequency synthesis as “a system that generates one or mejuehcies derived from a
single time base (frequency reference), in such a way tleatatio of the output to the
reference frequency is a rational number.” A frequencylsysizer thus derives an output
frequency (usually a sinusoid) from a clocking source bysiltin or other means.
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Thierney et al [57] proposed a Digital Frequency Synthesizer in 1971, ito&s only
been made feasible in the last 15 years by the massive emolotidigital electronics.
Vankka, et al. [60] reports that in past years DDS has been limited to precarrow
bands of closely spaced frequencies. Recently, howeveg 3tems with bandwidths
of above 400MHz have become available from popular IC mantufars.

A DDS system digitally builds a waveform from the ground uphisTis in contrast to
analogue synthesis techniques such as phase-locked IBbp¥ 4nd Direct Analogue
(DA) synthesizers which use oscillators as the main frequegeneration mechanism.

2.2.1 Basic System Architecture

A block diagram of the DDS architecture is shown in Figure 2.8

C ock

Phase _| Lookup _ Qut put
Control Accunul at or Tabl e > DAC Filter Qut put

A

Figure 2.8: The basic Direct Digital Synthesizer systenhigecture. Note that the output
filter is not strictly part of the system, but is included fanepleteness

The system clock acts as the frequency reference (from fin@tebn of a frequency syn-
thesizer above) in a DDS. The 'Phase Accumulator’ is in ¢fatigital counter with vari-
able increments who’s output addresses a Lookup Table (LUAg LUT usually takes
the form of Read-Only Memory (ROM) containing uniformly sed sampled values of
a sinusoid for one cycle.

The LUT outputs the appropriate amplitude information ateked by the Phase Accu-
mulator. The output from the Phase Accumulator thus acteagphase of the sinusoid,
hence its name. The output from the LUT is fed to a DigitaAtmalogue Converter
(DAC), which converts the data to the analogue-domain. Fneme the signal passes
through a (usually external) low-pass filter to produce aaimsinusoid.

The rapid phase changes required for the IF cancellatioasgyeachieved by simply
initializing the accumulator with appropriate values.

2.2.2 Theory of Operation

The output frequency of a DDS is dependent on the 'frequeanyral word’, W, which is
a digital word presented to the input of the Phase Accumul&mr aN-bit accumulator
and a reference clock frequenty;, the output frequency is given by

chlk
fout - oN
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whereW < 2V=1. This constraint comes from the sampling theorem [60] andvsho
that the maximum theoretical output frequency of a DDS igtéohto % In reality,

the maximum useable output frequency is limited to about 40%e clock reference
[24, 60] due to the difficulty of filtering image frequencie®se to the Nyquist rate.
The accumulator has modu®) operation and overflows at the same rate as the output
frequency.

The frequency resolution of a DDS system is

fclk

2N

Af=

Given the levels of integration in modern-day digital efenics, it is easy to see that
sub-hertz resolution is possible.

The output phase at any time index sample valisegiven by

and the output amplitud& for anyn is then

A(n) =sin(f(n)) = sin(%—n)

N
Note that this formula assumes no quantization effect o$he-LUT and implies infinite
word-length of the sinusoid samples in the LUT. In practite, LUT will have limited
precision and its output amplitude will be an approximatiorthe precise value of a
sinusoid at that specific phase value. Quantization andffésteon a DDS system is

considered in a later part of this chapter.

2.2.3 Spurious Signals in DDS

Apart from the wanted output signal, DDS also produces utedhartifacts. These take
the form of spurious signals (spurs) caused by the limitedipion in the digital circuitry.
Papay [48] claims that spectral purity is one of the most irtgou specifications in syn-
thesizers. He classifies the creation of spurs as “numetdistdrtion” and shows that
amplitude quantization (AQ) and phase truncation (PT) laeentain causes of degrada-
tion in spectral purity. Jenq [35] confirms this statemeNT EEL [33] reports that spurious
signals are the most significant limitation in DDS perform@anThe following sections
will explain these sources of error and show their effectr@ndutput spectrum of a DDS,
but before AQ and PT are explained, note the following defing of important DDS
specifications, given in [6] for completeness:
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1. Signal-to- (Noise + Distortion) Ratio

This is measured at the output of the DAC. The signal is the Rignitude of the

fundamental frequency. The noise constitutes the RMS supowkr in all the other

frequencies up to half the sampling frequenigy(/2), but excluding the DC component.
It will be shown later that SNR = 1.76 + 6.020B, wherem is the number of bits in the
DAC output.

2. Spurious Free Dynamic Range (SFDR)

Harmonics of the fundamental, as well as images of the cloedguiency will be present
in the output spectrum of a DDS. SFDR refers to the differenceagnitude between the
fundamental and the largest spur. There are sub-categdnggeband and narrowband
SFDR. Garciaet al.[21] explains further that SFDR must be measured over thauldyq
bandwith (wideband) and the band of interest (narrowbamtt)e system.

3. Total Harmonic Distortion (THD)

This is the ratio of the RMS sum of the harmonics to the RMS aliuthe fundamental.
Expressed mathematically,

VH? + H3 + Hf + ... + H?
THD = 20log ,

P fundamental

whereHn is the highest order harmonic.

Amplitude Quantization

Due to the finite word-length of the sine-LUT, samples préseério the DAC will be
approximations to the actual values of a sinusoid at a givexs@ [58]. This is what is
meant by amplitude quantization.

For a sine-wave of amplitud& the signal power is4?/2 watts [56]. The quantization
error is evenly distributed over- A 4/2, A 4/2) and the error power i€\? /12, where
A4 = 27™ andmis the number of bits in the amplitude word [56, 58]. For a |pegiod
of observation, the signal-to-quantization-noise ragithen

A? 12
SNR = 10log <— X —)
2 Ny

= (1.76 + 6.02m) dB
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This shows the ratio to improve by approximately 6dB for eadtiitional bit in the digital
word

The rounding operation implicit in quantization (minimuistdnce or nearest neighbour),
as well as the fact that DDS output has odd symmetry causebardabnics of the fun-
damental frequency [48, 58] to be generated. The levelseojémerated harmonics fluc-
tuate wildly and it is complicated to calculate exactly, Baster [37] reports that it is
highly dependent on the ratio of output-to-clock frequeniéyf oy ffo | = L/P (someL
relative prime toP) then the number of AQ-spurs iBM4) -1[48]. Assuming that spec-
trum is calculated over the perioé,the carrier-to-spur power spectral density is given by
Vankka [58]

C P

Because of the sampling processes in DDS, some harmoniedsmabe aliased back into
the band of interest. Papay [48] calculates thatHar 4 there is no quantization since
the samples match the exact sinusoid values and only DAGneamities cause DDS
distortion. ForP = 8, on the other hand, energy from all harmonics concentratenen o
spur (by imaging/aliasing from other Nyquist zones) andsesla significant degradation
in SFDR.

Phase Truncation

Although no spurs are generated due to phase truncatfgy if oyt is an integer (which
will be the case in the IF cancellation module), the effed®®fin DDS will be shown for
completeness.

Consider a DDS with a 32-bit phase accumulatot? 2ntries would be required in the
LUT to convert each accumulator value to an amplitude. Ift&implitude precision were
used, the LUT would have to be 4-gigabytes in size. This leamot practical. The
solution is to use a fraction of the most significant bits (M$Bf the accumulator to
address the LUT [22, 24]. The phase information is thus @itext:

In the literature, the part of the accumulator presentedad tJT is called the integer part
and the discarded bits are known as the fractional partelfrégquency control wordy,
contains a fractional part, the data points will be clocketlwith a non-uniform phase
increment. This creates the effect of presenting a nomtmify sampled sine wave to the
DAC [48]. Jenq [35] shows that a non-uniformly sampled sirev&vcontains spurious
harmonic components. He calculates in a subsequent paflethfg the maximum and
minimum possible SNRs due to phase truncation are

S/Npr(mazx) = 20log(K) — 3.92 dB

S/Npr(min) = 20log(K) — 5.17 dB,
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respectively, wher& is the number of entries in the LUT. These formulae simplyegiv
an upper and lower bound on expected SNR due to phase tromc&tuirthermore, iWW

Is represented by an integer and fractional part,We= R + Q/P (Q, Prelative prime to
each other) then the number of harmonics, including thedorehtal frequency, is given
by P and their relative locations in the spectrum are dependaQ [#8]. Thus, ifP =
1,thenW is an integer and the only harmonic is the fundamental frequand hence no
phase truncation takes place.

Combined Effect of Amplitude Quantization and Phase Truncdion on
DDS Output Spectra
Vankka [59] gives expressions for the combined effect ohlsgur generating mecha-

nisms in terms ok, the number of bits used to address the LUT amthe number of bits
in the amplitude word. The superposition principle is ugethe analysis to obtain

2/2 1\
SNR ~ 1.76 + 10log (W /2, —) [dB]

22k 22m

The noise power is divided int® spurs P is also the number of samples in the spectrum)
and the carrier-to-noise power spectral density is given by

722 1\ P
~ 1.76+1010g< S +22—m> +10log (5) [dBd],

¢
N

where dBC denotes dB’s below the carrier (fundamental) pdsvel. A plot of the SNR
versusk andmis shown in Figure 2.9.

As can be seen, the optimum points are when amplitude bitd &ugiphase accumulator
bits. In other words, no significant SNR increase will be agld by increasing either of
the bit-lengths beyond the other. It will be seen in Chapttras this result holds when
measuring the system performance

Other Sources of Spurious Signals in DDS

It must be noted that there are other sources of error in a DB&se include phase-noise
in the reference clock, DAC nonlinearities and clock feealtigh. Phase noise and its
effect on this system will be discussed in subsequent sectio

The effect of DAC integral and differential nonlinearitiea spectral purity is compli-
cated and beyond the scope of this writing. Goldberg [24ElI[83] and Gentile [22]
note, however, that these nonlinearities produce harmasfithe fundamental, but that
their levels are impossible to predict exactly. This formeafor is known as harmonic
distortion.
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Figure 2.9: Plot of the Signal-to-Noise-Ratio of a DDS verghie number of amplitude
and phase accumulator bits

Clock feedthrough refers to the fact that an attenuatedoreos the clock that drives the

digital circuitry (and its harmonics) will be present in tsgectrum of the analogue output
signal [6].

2.3 Phase Noise, Jitter and Frequency Instability

This section will define and explain phase noise as a souregrof in all frequency
sources. It will be shown that phase noise (frequency donsaid jitter (time domain)
essentially quantify the same phenomenon, namely frequastability in oscillators.

The section contains descriptions of the most commonlymedemeasures of frequency
instability, including Allan Variance. The final part shoWwsw the phase noise character-
istic of an oscillator can be converted to jitter by means sihaple calculation.

2.3.1 Introduction to Phase Noise and Jitter

Consider the following representation of a perfect sineenaivamplitudeA and angular
frequencyw,

v(t) = Asin(w,t)

Here,v(t) is the time domain version of a perfect sinusoid. The frequelomain version
of v(t), V(), will consist of twoé (Dirac) pulses ai- w, on the frequency axis. In reality,
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however, the output from any sine wave generator or frequeaarce is actually given
by [52, 31]
v(t) = [A + e(t)] sinfw,t + o(1)],

wheree(t) andp(t) are random processes denoting amplitude and phase fiocisiate-
spectively. From standard amplitude and phase modulateory [56], the presence of
e(t) andp(t) will cause modulation sidebands at frequencies offset filoencarrier fre-
quency {,). This has the result &f(w) not containing twa’s, but instead power-spectral
densities of non-zero width [62].

A phasor representation of this modulation is shown in Fegud.0.

A
A

4

Sideband Amplitude Phase
Vectors Modulation Modulation

Figure 2.10: Phasor representation of modulation causesidgband offset from the
carrier frequency, taken from Robins [51]

In the above phasor diagram the rotating vectors reprebergitiebands of the carrier.
Depending on the alignment of the these vectors, they cather pure amplitude modu-
lation (AM), pure phase modulation (PM) or a combinationrad two.

All treatments encountered pertaining to phase noise ytirascillators assume negligi-
ble amplitude fluctuationgt). Some reasons for this is

1. High-quality oscillators have some type of amplituddsization [52],

2. RF mixers usually run at saturation power levels and are ithsensitive to oscilla-
tor amplitude fluctuations [25],

3. Limiter stages are often used in many systems as inteideérequency reference
and thus suppress amplitude variations [52].

For these reasons amplitude fluctuations can be ignoredasephoise analysis and the
expression under consideration for a free-running osoilia then simply [13, 5, 52]

v(t) = Asin[w,t + p(t)]

Modulation of the carrier due tp(¢) alone still causes phase modulation sidebands, char-
acterized in the frequency domain by the spectral dersity’) and this is known as
phase noise.
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Jitter and phase noise essentially refer to the same phemmmaitter, however, is a time
domain representation of frequency instability, wherdassp noise is only defined in the
frequency domain. In the discussion to follow, the main fuull be on the frequency
domain measure of frequency instability although coneerso the time domain jitter
parameters will also be shown.

Formal Definition of Phase Noise

Short-term frequency instability of a signal is usually ddsed in terms of its single
sideband noise spectral density. The units of this measuiecibels below the carrier
per hertz” (dBC/Hz) and the expression is defined as [26]

D Aw, 1H
‘Ctotal(Aw) =10 log ( stdeband (WO + Aw, Z)) |

Pcarrier

where P;geband (wo + Aw, 1Hz)means the single sideband power at a frequency offset
Aw from the carrier in a 1Hz measurement bandwidth. It must bedcibat this definition
includes the effect of amplitude fluctuatiog(g), but, since this is regarded as negligible
in most applications.,.;.;(Aw) can be seen as the pure phase noise of a signal and will
henceforth be denoteti Aw).

Grebenkemper [25] and Abidi [1] further show from phase mation theory for small
angles that
L(Aw) = 5,(f)/2

Allan, et al.[4] and Lanceet al [39] confirm the above relationship and state that it only
holds if [* S,(f)df < 1radian, i.e. the relationship is valid fdr far enough from the
carrier frequency. It will be seen later that spectral contdose to the carrier is difficult
to measure and impossible to predict exactly.

2.3.2 Leeson’s Phase Noise Model

Leeson [43] in 1966 was the first to derive a simple, intuitivedel for the noise spec-
trum of a feedback resonator oscillator [1]. In his mogél) is treated as a zero-mean
stationary random process that describes deviations tnendeal phase of the oscillator.

Leeson claims that a basic requirement for an oscillat@enniodel is that it must show
clearly the relationship of the power spectral density/Aw) of frequency to the known
or expected noise and signal levels and resonator chasticteof the oscillator. Leeson’s
model gives a semi-empirical mathematical formulationfoA\w) and his original work
results in a typical power spectral density of phase as showigure 2.11.

Zhang.et al. [62], Goldberg [23], Leeet al.[42] and others have added correction factors
to the original Leeson equation to account 1gf device noise (flicker noise, discussed
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Figure 2.11: Typical power spectral density of phase asriest by the Leeson phase
noise model in 1966

shortly) in the oscillator. Currently, the most widely apted formulation is

w 2 Aw/ 3
1 . (1 Ui
i (2@Aw) ] ( " o] )}
wherek is Boltzmann’s constant,5j,5is a reference temperatu@,is the quality factor
of the resonating devic®¢4/rier is the average power of the carriérthe “device excess

number” andAw, /ss are fitting parameters that must be measured empirically,; s is
the frequency of the corner between theg3 and1/ f? regions as shown in Figure 2.11.

2F KT s

L(Aw) = 10log{

carrier

Also in Figure 2.11, the Leeson model showﬁ;apower law dependency, whefés the
frequency offset from the carrier amds an integer from 0 to 3. Goldberg [23] interprets
the data as follows:

1. At frequencies close to the carrier, the noise declin€¥0dB/decade frequency
offset (@ = 3)

2. Atthe frequency given byrwss, the noise declines by 20dB/decade, ive= 2

3. The noise continues to decline at 20dB/decade until ghresia noise floor, where

a=20

In the following section the origins of this power law dependy will be shown and it
will be seen that the noise spectrum is actually a compwositidive noise processes.
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2.3.3 Power Law Noise Processes in Oscillators

Frequency sources contain noise that appear to be a supenpos$ causally generated
signals and random, non-deterministic noises [39]. Mapepacontained in the National
Institute of Standards and Technology (NIST) TechnicaleNb337 explain the typical
phase noise behaviour of an oscillator as being the resatooimbination of five noise
processes. These noise processes are models of precisilteta@snoise that produce a
particular slope on a spectral density plot [31]. The norsgimates at baseband and gets
up-converted to sidebands close to the carrier frequenayédgns of the nonlinearities
inherent to an oscillator.

Each process has an integer value doand has been given a name. This section will
define these noise sources and attempt to explain the offigaab.

a) Random Walk FM (Random Walk of Frequency)

This noise occurs close to the carrier frequency and drdpasaf/ f4. It is difficult to
measure. Lancet al.[39] relates the noise to the oscillator’s physical envinemt and
offers factors such as mechanical shock, vibration and ¢eatpre as possible causes.
Lesage.et al. [44], however, claims that the true origins of this noisetifi sot well
understood. Since its origin is not well known, it is impdusito predict and is usually
not included in the phase noise specification of a frequeaayce. Random walk FM is
a source of long term frequency instability.

b) Flicker FM (Flicker of Frequency)

Flicker frequency modulation subsides with Af® power law on a plot ofZ(Aw). Its
presence can be attributed to the direct up-conversionsefldandl / f (or Flicker) noise
which is usually present from 1Hz to about 10kHz. Howeal. [31], Hooge [29] and
Robins [51] claim that the origin dof / f noise is still largely unknown. Lancet al.[39]
relates the noise to the physical resonance mechanism active oscillator, as well as
active electronic components in the device and environai@nbperties.

1/f noise sources and its analysis is a large topic of discus§iona full review of the
subject, the reader is referred to Hooge [29].

c) White FM (White Frequency, Random Walk of Phase)

This noise is commonly found in passive-resonator frequetendards [31, 39] and goes
down on al(Aw) plot as1/f%. Drucker [19] describes white FM as broadband noise
that is shaped by th® (quality factor) of the oscillator. It arises from additivehite
noise sources internal to the oscillator loop [52] such astial noise .
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d) Flicker PM (Flicker Modulation of Phase)

Flicker PM noise is usually introduced by noisy electroracsl frequency multipliers,
although it could also be related to the physical resonaneeghanism in the oscillator
[31]. This from of noise is found in the highest quality otaibrs [39]. The level of
Flicker PM decreases with/ f and can be reduced by careful component selection and
negative feedback [52].

e) White PM (White Phase)

White PM noise has little to do with the resonance mechanism@ani oscillator and is
classified by Howeet al. [31] as broadband phase noise. It has a ffa} $§pectrum and
appears as a noise floor on a plot®fAw). Lance,et al. [39] and Howe,et al. [31]
conclude that white PM is caused by the same sources as FR®keand that careful
component selection can successfully reduce the leveiopbtbadband phase noise.

Combining the Noise Processes

Shown in Figure 2.12 is a graphical depiction of the powerrage processes discussed
above.

[

Sl

N

'l

Fourier frequency

Figure 2.12: A plot of the 5 noise processes as describedeabov

Most oscillators typically have two or three different pawaev slopes on a plot of (Aw)
and would not have phase noise characteristics as showrmgume=2.12 [31]. A more
realistic phase noise plotis seen in Figure 2.11 , wheretéuer only three distinct slopes
and the phase noise is a combination of the five noise sources.
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2.3.4 Jitter and Allan Variance

Jitter is a statistical measure of a noisy oscillation pss¢ceée. each oscillation period is
different due to noise-induced jitter [50]. It is the timendain representation of phase
noise, which is only defined in the frequency domain. Drak[iB] defines jitter as the
short-term non-cumulative variations of significant imssaof a signal from their ideal
positions in time. The variations can be ahead or behinddéal ipositions. Significant
instants generally refer to the zero-crossings of an @soilloutput [32]. “Short-term” is
commonly accepted as implying variations in frequency ate greater than or equal to
10Hz [14].

The two most commonly used jitter specifications are briafigussed below, after which
Allan Variance will be defined. It must be noted that there risagj ambiguity in the
literature about the definitions of the various jitter mgasu Consequently the definitions
are taken from several publications that show the most letive.

Period Jitter

Period jitter, also called short-term jitter, comparesdheation of each cycle period with
that of an ideal/nominal period [13, 15]. The objective iegtablish the variance in the
period of a single cycle. It is the most common interpretatdjitter and it is expressed
mathematically as

1 N
O-I% = hm <N Z(Tn - Tave)2> )

N—oo el

wherer,,. is the nominal cycle period arid is the number of samples taken.

Cycle-to-Cycle Jitter

This form of jitter is the most difficult to measure [15]. Cgdo-cycle jitter is a measure
of the variance of the difference in period of two adjacemgke cycles. Mathematically
itis defined as [50, 51]

1 N
UZ@ = lim <N Z(TnJrl - Tn)2> )

whereN is the number of samples taken ands the period of the:-th cycle. Poore [50]
further shows that?, = 207.

Allan Variance

The ’Allan Variance’ was accepted by the IEEE as the recontdedmmeasure of fre-
guency stability in the time domain in 1971 [9]. It is also efg referred to as the 'two-
sample variance’. Although it will not be used explicitlyany simulations to follow, its
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discussion is required to ensure a complete account of érexyustability. The following
explanation of Allan variance is taken from Hovet al.[31].

It must first be understood that frequency measurementsy/alimaolve two oscillators,
where one of them is usually inside the measurement equipifiea fractional frequency
deviation or difference of oscillatar; with respect to a reference oscillatay is then
defined as

U1 — W

y(t) = :

Vo

wherey(t) is a dimensionless quality. The time-deviation of an oatoll over a time is
then given by

It is impossible to measure instantaneous frequency, smegvould require an infinitely
short sampling time from the measurement equipment. Tleways some time-
window 7 over which the oscillator is observed. The average fraatitrequency over
time 7 is then defined as
a(t) = x(t+71) — x(t) ’
T
wherer is often called the sampling or averaging time and is deteethby the gate time

of the measurement equipment (usually a frequency counter)

Alogical way to extract the statistical propertiesygf) would be to calculate its variance
and standard deviation. Howet, al.[31], Stein [54] and others show, however, that these
statistical properties increase as the number of measataddints increase when non-
white noise sources are present in the oscillator. In Se&i8.3 it was seen that flicker
noise also modulates the oscillation frequency and hemacititynal statistical measures
are of no value, as it depends on the number of sample poiatghis reason the Allan
variance was proposed and is mathematically expresse@ps [5

oo(1) = m kz:_:l (k1 — Ue)?

whereM is the number of sample points ands the gate time of the measurement equip-
ment. Note that the Allan variance assumes zero dead-timead{ime is caused by
time-delays due to processing in the measurement equiptmanin turn, causes infor-
mation of the oscillator signal to be lost.

2.3.5 Conversion Between Frequency and Time Domain Measis®f
Frequency Stability

It will be seen later in this report that it is easier to inaangte frequency instability in a
system simulation by using time domain measures (jittdgrAVariance) rather than the
phase noise specificatiaii Aw) in the frequency domain. For this reason it is necessary
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to be able to convert from the phase noise spectrum of anaiscito the desired time-
domain equivalent of instability.

Converting from the time domain t6(Aw) is not a trivial task and many papers claim
that it cannot be done. McFerran [46] says that time-domaiia does not contain enough
information to reconstruct the power spectral density obsgillator exactly, although it
can be approximated by a conversion table using the powerdadel discussed previ-
ously. There are , however, papers that show attempts tagloghversion, most notably
Hajimiri, et al.[27], Demir,et al. [17] and Zanchigt al.[61], but it is beyond the scope
of this paper.

Converting from phase noise to jitter basically involveggration of the phase noise plot
L(Aw). The bandwidth of integration is an important factor in thege noise conver-
sion, since it directly influences the calculated jitterher. The system in which the
phase noise specification is being used must therefor beiegdrto establish an upper
frequency limit for the integration.

Phase Noise to Jitter Conversion

As mentioned, jitter is calculated from a phase noise planbggration. Various papers
describe this process, with slight differences betweemth@&his explanation is taken
from Adler [2] and Fordahl [20]. The method was verified by garng the result cal-
culated from a phase noise specification of an oscillatdn thié jitter spec. An example
calculation is shown in Appendix A

The first step is to identify the power-law slopgﬁ)(and their respective positions in the
plot of £L(Aw). The phase noise value (in dBC) at the lower offset frequencger of
each of these slopes is then converted to noise power in.Wétits value is multiplied by
the area under that particular part of the curve, calculbyadtegration. That is

fhi
P = Pwatts X / L(f)df
low
The contribution from each part of the curve is then summegteauce the equivalent
sideband power at the maximum frequency of integration. higlaatically, this is ex-
pressed as
Ptotal:P1+P2+P3+-~-+Pn

whereP, is the last unique slope in the phase noise plot.

Next P,,:iS converted back to dBm and the quant®yg,,, is known as equivalent side-
band level of the integrated phase noise. The calculatethard is treated as small-index
phase modulation, which allows one to calculate the phagmtitn. Jitter can be ex-
pressed in various units. RMS Jitter in degrees is given by

360 m
Jdegrees = g X 10Pd236
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Similarly, the RMS jitter can be calculated in seconds. Fooscillator of frequency

this is given by
o Jdegrees

Jseconds = F 360
An example of this calculation can be found in Appendix A whtre phase noise curve
of a real oscillator is used to show that the calculatedrjiedue matches that of the
oscillator specification.

2.4 Effect of Phase Noise and Amplitude and Phase Er-
rors on Radar System

This section will demonstrate the success of perfect ctatm®l, as well as the effects of
the various imperfections discussed thus far in this cliabyemeans of simulation. The
simulation was originally developed by Langman [40] for ushis thesis. Modifications
were made to the software to accommodate phase noise andumliaaind phase errors.

The output of the simulation is in the form of radar range pesfiand it will be seen

that the signal quality deteriorates as each of these earersitroduced. The simulation
merely serves to show that the imperfections do indeedtdfiecsignal quality negatively
and should not be seen as a quantitative attempt. The ehongver, are realistic in

magnitude and can be reasonably expected in the radar system

The final part of the simulation will show that when all thesees are present, the range
profile deteriorates to the point where it is difficult to digfuish between detected targets
and noise.

2.4.1 Perfect Cancellation

For the purpose of this simulation the leakage signal (to deelled) is modelled as
a “large target” at close range. The first two profiles show thamall target that is
close to the radar can be masked by this feedthrough sigimalré=2.13). After perfect
cancellation and amplification, the small target at closgeas visible (Figure 2.14).

The range profile of Figure 2.13 indicates that there is onlyaetected target at 6 meters.
The large return at virtually zero-range is the leakagedaigAfter perfect cancellation,
however, it is seen that there are in fact two targets, onéahtbeing masked by the
leakage signal prior to cancellation.

The profile of Figure 2.14 clearly shows the presence of argktarget at a range of
0.5m. It has been established that perfect cancellatidrb@iimpossible, though, so the
following sections show the effects of imperfect cancedlat
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Range Profile: No Cancellation, small target close to Radar
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Figure 2.13: Feedthrough signal creates the appearancgyod gingle target

Range Profile: Perfect Cancellation, small target close to Radar
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Figure 2.14: After cancellation and amplification, two &tgare visible

30



2.4.2 Effect of Phase and Amplitude Errors in the Cancellabn Sig-
nal

Figures 2.15 and 2.16 show the effects of amplitude and ptiiffeeences between the
leakage signal and the generated cancellation signakctagely. There are two targets in
the simulation. The amplitude offsets can be attributeduangjzation errors in the DDS,
as well as incorrect calibration of the cancellation system

Range Profile: Imperfect Cancellation with amplitude offsets, no Phase Noise/Jitter
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Figure 2.15: Range profile showing the deterioration in 8igo-Noise ratio due to am-
plitude error

As can be seen in Figure 2.15, the noise floor of the range @roéis increased and,
although still visible, the targets are smaller in relaaveplitude compared to Figure 2.14
Next, amplitude error is made zero and small random phasetsfbetween the leakage
signal and the cancellation signal are introduced.

Once again, it is seen in Figure 2.16 that phase errors leight noise floor and thus
decrease the SNR. These offsets will occur if the canceliathodule is not properly
calibrated.

2.4.3 Effect of Phase Noise in Transmit, Receive and Cancatlion
Synthesizers

As mentioned before, phase noise is present in all frequsaayces. In the following
simulation phase noise is first introduced in the transmit @teive synthesizers, and
then also in the cancellation signal. Note that the phasserbt of the actual oscillator
in the system was integrated using the method above to oatgiter estimation. The
calculation showed that a period jitter of 0.858VS can be expected in the transmit,
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Range Profile: Imperfect Cancellation with phase offsets, no Phase Noise/Jitter
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Figure 2.16: Range profile showing the effect of random pkases between the leakage
and cancellation signals on the radar signal quality

receive and cancellation signals. This jitter number was thsed in the simulation to
ensure realistic performance. An example of this calonfatian be found in Appendix
A.

Shown in Figure 2.17 is the effect of adding jitter to the smit and receive synthesizers.

As with phase and amplitude errors, phase noise lowersghalgjuality by adding noise
into the system. Adding phase noise to the cancellatioras@mwell, produces a range
profile as shown in Figure 2.18.

The range profile shows quite a dramatic increase in the twisé Although the targets
are still higher in amplitude, spikes that could be mistdkerterpreted as smaller targets
are beginning to surface.

2.4.4 Combined Effect of All Sources of Error on the Radar Sigal

In this final simulation, all the aforementioned sourcesradeare combined to show the
total effect. Consider the range profile shown in Figure 2.19

Phase offset was set to 8.414-bit amplitude quantization was used and period jittes wa
given as 0.059RMS. The range profile has now deteriorated to a point whezeethre
noisy spikes that exceed the amplitude of the smaller setangét. If multiple radar
scans are done, the data could be integrated and the qudliimprove. The simulation
does, however, show that careful design and accurate atibrwill be required in order
to minimize the errors and hence to successfully cancekiiealge signal.
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Range Profile: Perfect Cancellation, Phase Noise/Jitter in TX and RX Oscillator
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Figure 2.17: The effect of phase noise in the transmit aneivesynthesizers on the radar
signal. Cancellation signal is assumed to be perfect

Range Profile: Perfect Cancellation, Phase Noise/Jitter in TX and RX and Cancellation Oscillator
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Figure 2.18: The radar range profile when phase noise is addi@ transmit, receive
and cancellation synthesizers
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Range Profile: Realistic Cancellation with Amplitude and Phase Offsets, Phase Noise/Jitter in all frequency sources
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Figure 2.19: Range profile showing the combined effect afalsources of error
2.5 Review of Chapter 2

In this chapter IF Cancellation was defined in the contexhisf dissertation. It was seen
that the directly coupled signal can be subtracted/casdtdly recreating the signal with
a 18® phase difference and adding it to the total received radmasi

Simulations in Section 2.1 showed that by cancelling th&dgea signal, fewer stacks
(shorter integration period) would be needed to detecteattirget. The dynamic range of
the system would be increased, since the entire input rahtiee ADC (which captures
the data) can be used productively. Phase noise, as wellas® @md amplitude errors
were identified as the main sources of error in the cancefigirocess.

Direct Digital Synthesis (DDS) was identified as the synihechnique that would gener-
ate the cancellation signal, since it offers fine controlltdge. The DDS architecture was
explained and it was shown that amplitude quantization drad@ truncation are sources
of spurious signal generation in the DDS output spectruminfukation indicated that
no gain in signal-to-noise ratio is achieved by having monglgude than phase bits and
vice versa.

Freguency instability as a source of error was discussetl idase noise and jitter are
the most common ways of quantifying small variations in érexgcy in the frequency
and time-domain, respectively. A method for convertingnssn the two measures was
shown.

In the final part of the chapter the effects of the various irfgmtions in the cancellation
process were shown by simulation. It was found that phasammpiitude errors as well as
phase noise in the various synthesizers in the system caesedoration in the returned
signal quality and hence in the radar range profile. The sitrari was not intended to be
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quantitative, but rather to show the effect of these immtides.

35



Chapter 3

Simulation of the IF Cancellation
Module

In Chapter 3, a model for the IF Cancellation Module is depeth The objective of the
model is to create a simulation of the system which will shbey éffects of phase noise
and quantization in the DDS and IF signals on the cancefigifocess.

The model includes the RF stage of the radar system. Thentrdad signal is mixed
with a receive signal and bandpass filtered to produce thersyd-. The transmit and
receive signals both contain phase noise, but the noisegslyecorrelated.

The cancellation signal is then generated, using exactlysime architecture as a real
DDS would. The quantized DDS signal is filtered and added ¢olfh The simulation
shows the effects of phase noise in both the IF and the caticellsignal at various bit
resolutions for the DDS. An important result is that theraasimprovement in cancel-
lation at relatively high levels of phase noise if the DDSpautresolution is increased
beyond 10 bits.

The main shortcoming in the simulation is the modelling @& th bandpass filter. This
could not be modelled accurately, since the MatLab filteesd#ficult to edit. After some
experimentation, the results seem promising, however.

3.1 Simulation Model

The MatLab simulation of the system is based on the blockrdragshown in Figure 3.1.
The code used to realize this model is included on the attacbenpact disc named
Appendix B in the file ’if_canc.m’.

TX and RX denote the transmit and receive signals, respgti function was written
that takes the following input parameters:

1. Number of cycles for simulation

2. Number of samples per TX cycle
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Figure 3.1: Simulation System Block Diagram
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3. Transmit Frequency

4. Intermediate Frequency

5. Jitter (in RMS radians) of the TX and RX synthesizer
6. Clock Jitter in the cancellation signal.

7. Output precision (in bits) of the DDS.

The output of the function is the RMS error after subtractoérthe cancellation signal
from the IF signal.

3.2 Simulation Parameters

A large enough number of cycles needs to be specified to alloe for the filters to
settle. It was observed that at least 2000 cycles of the TiXasigas required to get stable
results at IF, with 20 samples taken per TX cycle. The TX fexguy was chosen to be
200MHz and the IF is 2MHz. This implies an RX frequency of 202/

Jitter and Phase Noise

It is standard practice by clock source manufacturers teip&equency stability in
terms of phase noise. Since the system is simulated in theedomain, the phase noise
characteristics (frequency domain) of the oscillatorsdneebe converted to their time
domain equivalent, namely period jitter.

The method described by Adler [2] was used to calculate ther jior the TX and RX
synthesizers from its phase noise curves, which were etiusing SimPLL [8]. The
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file 'simulation.pll’ on the compact disc named Appendix Bhtains the simulation pa-
rameters.

The same method was used in calculating the DDS jitter, wikidirectly obtainable from
the system clock phase noise specification. A range of yitleres around those calculated
was used for both parameters to determine the effect ofasorg and decreasing phase
noise in the system.

DAC Output Precision

Output precisions of 8, 10, 12, 14 and 16 bits were used tomdete the effect of quan-
tization noise. These values were chosen since they argasthfor Digital-to-Analogue
Converters (DAC).

3.3 Operation of Simulation

The TX and RX signals are generated using the parametergisgeabbove and mixed,
yielding
v(t) = cos(2m frxt + ¢(t)) X cos(2mfxt + ¢(t))

= 5 o frpt + Ga(t)) — 5 cos(2m(2fax + frr)t + 6n(0))

whereg, (1) is the jitter function derived from the phase noise curvethie simulation
this is modelled by discrete random numbers with a Gausssnhaition of zero mean
and standard deviation calculated as described in the asmi®n. This seems to be the
standard way of defining jitter parameters [50].

Now the signal is filtered with a bandpass filterfat (i.e. 2MHz) with a bandwidth of
100kHz. If the filter response is given lhyt), then this operation results in

vrr(t) = v(t) ® h(t)

~ % cos(2m frrt + (1))

Next, the signal is sampled at 4 samples per cycle with 16rbttipion. The samples are
taken at the zero-crossings and at its maximum and minimlmesaThat is

[v] = |cos(¢r), Cos(g + o), cos(m + ¢3), Cos(?%r +o4)|
16

where the square brackets denote quantization¢gncefers to offsets from the ideal
values due to phase noise. These samples are then outpug BDPIB at bit precisions

ranging from 8 to 16 and filtered with an identical bandpassrfiAssuming the phases of
the IF and cancellation signals can be aligned to achievet exdi-phase, the RMS error
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between the the two signals is now calculated, i.e.

€ERMS = % Z(UIF(n) - Ucanc(n))2 )

n=1

whereN is the total number of samples. This error is then the outptiteosimulation.

3.4 Limitations of Simulation

At this point it must be noted that the MatLab filter modelsst@kimbers in the range [0,
fsampie/2] @s input parameters to specify the filter cutoff frequesiclewas seen that the
filters become unstable as one approaches a relative cugqiféncy of 0. For this reason
there is a limitation on the sampling rate that can be choshis. directly influences the

degree of phase alignment that can be achieved after fgtand this variable could thus
not be simulated properly. It was found experimentally ttha&t best filter response vs
sampling rate allowed fdr.5° resolution (or 720 samples per cycle).

An advantage of this is that the real DDS also has finite pheselution of the order
0.5%0f and will not be in perfect anti-phase to the feedthrougjnai.

3.5 Simulation Results

The effect of quantization noise alone in the system is emathifirst. Note that this
simulation assumes zero phase-noise (and hence zerp jitter

- RMS Error vs Bits Used in Cancellation Module Output
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Figure 3.2: Effect of Quantization Noise on Cancellation
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The simulation had samples taken at all points in the IF silmuasnd averaged. As is ex-
pected, the level of cancellation improves as the outpoluésn of the DDS is increased.
Itis seen in Figure 3.2 that the improvement becomes lessidias one proceeds past 14
bits precision.

Next, jitter was included in both the TX and RX signals andha Cancellation signal.
Figure 3.3 shows the results.

RMS Error vs Cancellation Jitter, TX and RX Jitter at Various Output Precision
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Figure 3.3: The Effect of Phase Noise and Quantization onévealble Cancellation

There are five surfaces plotted in Figure 3.3, with only twogeclearly visible. The
surfaces represent different output precisions in the DID®. upper visible surface rep-
resents 8-bit precision (representing the biggest RMS)enwhile the lower is a com-
bination of 10, 12, 14 and 16 bits. It is seen that once réalistels of phase noise
are introduced to the system, negligible performance adgans gained by using output
precisions of more than 10 bits in the DDS.

The results of the simulation must be seen as conceptulgrrtitan absolute. The nu-
merical results are less important than the finding that 19dfi output precision in the
DDS will provide almost identical cancellation to highertput resolutions.
3.6 Conclusions Drawn from Simulation Results

The following conclusions could be drawn from the simulatiesults:

1. A high degree of cancellation can be achieved if the c#ateah module can be
accurately calibrated. An RMS error between the leakagecandellation signal
of the order oB0uV was seen in Figure 3.3.
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2. 10 bits amplitude and phase resolution in the DDS wouldezehthe same level
of cancellation as higher bit resolutions in the presenaealistic levels of phase
noise in the transmit, receive and cancellation synthesize
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Chapter 4

Hardware Design and Basic Functional
Testing

Chapter 4 contains a description of the hardware desigrepsod he details will be kept
to functional block-level, but should give the reader a gowight into what would be
required to reproduce such a cancellation module. Deteitedit diagrams are contained
on the included compact disc named Appendix B.

The module takes the form of a 4-layer printed circuit bo&@RB). Various considera-
tions must be taken into account when designing a PCB to ershigh degree of signal
integrity and low electro-magnetic interference (EMI).el$teps taken to ensure this are
highlighted in this chapter. Test-software is also devetbip verify the functionality of
the module, but will not be used in the eventual radar system.

After testing the hardware, it could be concluded that thelmefulfils all the functional
requirement set out in the beginning of the chapter and tg®es intended. It must be
noted that some minor alterations could improve the opmraif the module, but are not
essential for its functionality.

4.1 Hardware Design Functional Requirements
The basic functional requirements for the IF Cancellatiardivare are the following:

1. Generate a (single-ended) sinusoid of 2MHz. The methagkpération must al-
low for near-instantaneous phase changes of the signak esheleeommand of a
controlling device.

2. Take as an input a differential IF signal of 2MHz.
3. Provide circuitry to convert the differential IF signald single-ended one.

4. Subtract the generated signal from the incoming IF sjgeaulting in the cancelled
signal.
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5. Pass the cancelled signal through a digitally contri#lglain-stage.

6. Make provision to select outputting either the incomiRgthe generated cancella-
tion signal or the cancelled signal.

7. Convert the chosen single-ended output signal to diifeak which is the final
output of the circuit.

8. Provide an interface between the controller and the fetbteosystem via two bi-
directional channels, clock and data. These channels nsesthe Low Voltage
Differential Signalling (LVDS) standard.

The following section will describe how these basic requieats were met in hardware.
Note that circuit-level details will not be given, but thepéanations should allow the
reader to recreate a similar device.

4.2 Meeting the Hardware Functional Requirements

The complete block-diagram of the designed IF Cancellatimaule is shown in Fig-
ure 4.1.

LVDSC|0_C|(’\__>
—P]
FPGA #—>|  DAC | 2MHz
LVDS Data 14 BPF
=3
y
> DAC

@ Adder |

e j€—
Diff tial t .
| =~ [~ Slinglr:-r;Erlwadeg |nCO I Ing IF
l<—

| Single-Ended
“| to Differential

g g

Figure 4.1: The complete block diagram of the IF Cancelfakitodule

The module was captured as a schematic, routed on a 4-lapeaPCsent off for manu-
facture. Note that control and clock signals from the FPG#&#®DACSs and switches are
not shown to avoid cluttering the diagram.

43



The following sections will explain the objective of eachtbé functional blocks. For
detailed circuit diagrams, the reader is referred to 'lIFD.dn the compact disc marked
Appendix B.

4.2.1 Generating the Cancellation Signal

The most important consideration in the hardware desigaglsavhich method to use in
generating a 2MHz sinusoid. It was mentioned previously Dieect Digital Synthesis
(DDS) is the only frequency generation technique that adldle rapid phase changes
required by the system.

A review of off-the-shelf DDS ICs revealed that a 2MHz outfmiteasily achievable.
It showed that commercially available units are capableavfdwidths up to 400MHz
and support a wide variety of on-chip modulation featurdsictvis not required for this
application. The units also have rather complex interfacexternal controlling devices
and are expensive.

A more viable solutionis to use a Programmable Logic Devrtd)) as a sinusoid lookup
table (LUT) and to output its values to an external DAC. TBisn effect, results in the
same system architecture as that of a simple DDS, withoutitinecessary modulation
features. The PLD can also be used as the controller in theicand provide the required
bi-directional LVDS channels to the rest of the system. Hpigroach will lower the cost
and component count of the IFC and will hence be pursued.

The simulation of the system in Chapter 3 showed that outpplitude resolution above
10 bits achieves no improvement in the level of cancellaitiothhe presence of realistic
levels of phase noise in the clock source. Due to the nedgigilfference in price and
level of circuit complexity between 10-bit and 14-bit DAGs14-bit DAC was chosen.
This allows for a theoretical peak-signal-to-quantizatiwise ratio of [56]

[(é) ] =484 6m
N pkant] g

= 88.8dB

The selected DAC has differential current outputs. It ioremended in Linear [45] and
Analog [7] that an RF transformer with a 1:1 turns ratio bedutseconvert the DAC output

to a single-ended voltage. The advantages of this approatide excellent rejection of
common-mode distortion and wideband noise, as well as Diatiea. It is also easy to

set the output impedance of the transformer by simply selgé@ resistor value. This

is of importance since the output from the transformer isneated to a bandpass-filter
of a 502 input impedance which smoothes the discrete DAC outputre€bimpedance

matching ensures maximum signal-power transfer.
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A Field Programmable Gate Array (FPGA) was chosen as theabng device. The
device directly supports bi-directional LVDS, thus no dmhial circuitry is required to
provide the interface to the rest of the system. It also égns@nough gates to store a high
phase-resolution sinusoidal LUT, as well as the contrglfimware.

4.2.2 Converting Between Single-Ended and Differential §nals

The incoming IF signal is differential and needs to be ca@eeto single ended in order
to be added to the cancellation signal. Similarly, the Ifhalgelected to be output from
the module needs to be converted from single-ended to eliffed. Differential signals
are advantageous in that they offer a high degree of comnmuenrejection. This will
largely cancel noise from from high speed digital signalhmsystem that couple to the
information carrying IF signals.

It is, however, more convenient to operate on single-endgthlss. Commercial opera-
tional amplifiers are available that are specifically suit@donverting between single-
ended and differential signals. These operational amgdifiee used in the circuit and
they require minimal external components.

4.2.3 Subtracting the Cancellation Signal from the Incomigy IF

Cancellation is achieved by subtracting the generatedetlation signal from the incom-
ing IF. Operational amplifier subtraction circuits requirecise resistor matching [30] to
achieve acceptable performance. An operational amplifidealso needs accurate re-
sistor matching, but consists of fewer resistors, so matcts simpler. The cancellation
signal can be generated in exact anti-phase to the sigriahdleals to be cancelled and
added, resulting in subtraction.

This approach was adopted, and a simple operational ampliféger circuit was designed
for the cancellation purposes.

4.2.4 The Variable Gain Stage

After cancellation has taken place, the resulting candalignal will be low in amplitude.

This signal must now be amplified to the maximum input leveltled data-capturing
device: an ADC located elsewhere in the system. The levehudlification must be

digitally controlled. Although there are digital variald@in amplifiers (VGAS) on the
market, most of these products vary the amplification in 3@ps This is too coarse for
the given application.

A better solution is to use an analogue VGA. An analogue VGdgaas input an ana-
logue voltage to specify the gain in the circuit. This voliagan be generated by using
a low-cost DAC, which is controlled by the FPGA (the contiradl device in the circuit).
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The combination of the DAC and the analogue VGA creates a gjaige that is finely
adjustable via a digital input.

The VGA chosen consists of 2 stages and with correct cir@signh, it is possible to vary
the amplification ranges. This comes at a cost, howevergdsahdwidth of the amplifier
decreases as the gain configuration increases.

4.2.5 Creating a Selectable Output

It is required that the IF output from the cancellation medoé selectable between the
incoming IF (i.e. the signal goes straight through the ¢ijcthe generated cancellation
signal and the amplified cancelled signal. The selectiont i@ sligitally controlled by
the FPGA. RF switches were used in an arrangement as shoviguireH.2.

Incomin
na__ |

IF

Subtractor \——Output
Cancellation _/ J___

Signal

Figure 4.2: Switch configuration for IF Cancellation Module

The switches are controlled by the FPGA, which is not showne.h&his is basically a
more detailed version of the switch configuration shown guFé 4.1.

4.2.6 Printed Circuit Board Design Considerations

The printed circuit board (PCB) is manufactured from FR-4emal and consists of four

layers: 2 signal layers on the outside, a power plane and andrplane. The signal

integrity of the IF signals are of utmost importance in thagarasystem. Also, the quality
of the digital signals on the board are paramount to estahlygreliable communications
with data-converters and external system modules.

Three of the main causes for degradation in signal integuigy discontinuities in the

signal return path, power plane impedance and coupling &djacent signals (crosstalk)
[11]. Signal integrity problems are more critical in higleduency designs, but simple
measures can be taken to limit its effects in any circuit.

Providing Uninterrupted Signal Return Paths

Every electrical signal has a return path [12]. If there io@@r or ground plane directly
underneath the signal layer, the return path will make ugbisfplane to take the mini-
mum impedance path with the smallest loop area [16]. Thiscgmh was adopted in the
hardware design. The two centre layers of the PCB consigiswér and ground planes.
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It is also important that the plane is not split directly bathethe signal trace . In the case
of an interrupted return path, the return current divertthe smallest alternative loop

path, usually passing through the nearest decoupling tap&88]. This causes huge

impedance discontinuities and results in ground loops.

The PCB was laid out with the above facts in mind. As a reslisignal traces were
routed to pass over solid planes.

Common Mode Noise in Differential Signals

The DATA, Clock, incoming and outgoing IF signals are diffietial pairs. Noise from

external sources coupling into these channels will couplaually into the pairs and can
thus be seen as common mode noise. One of the reasons fordifsgngntial signals is

that common mode noise is cancelled in differential reasij@0], thus providing a high
level of signal integrity.

This measure largely takes care of crosstalk from adjadggnals, since the coupling is
common to both signals in the differential pairs.

Guard Traces Surrounding Critical Signals

Benedict [10] suggests that guard traces be placed eittierasithe differential signals
on the PCB. Guard traces are tracks that run parallel to ¢makpairs and are connected
to ground with vias at regular intervals. This reduces d¢edksdy an order of magnitude
[49].

Guard traces of twice the signal trace-width were placed sigeal trace-width from
the signal-carrying conductor on either side. This congpligth the rules set out by
Benedict [10].

Decoupling of Power Supplies

Decoupling of ICs ensures that varying instantaneous sudemands can be met without
causing a momentary fluctuation in the supply voltage. Thizairticularly crucial when
using digital components.

Alexander [3] gives very complete guidelines for desigrangower Distribution System
(PDS) using bypass/decoupling capacitors. The guidelmestly pertain to high-speed
systems, however. For the IF Cancellation Module, standambupling practice was
used, namely placing 100nF capacitors as close as possiéeh supply pin of each IC.
Also, 22 F' capacitors were used as decoupling for the power supplies.
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4.3 Testing of Hardware

4.3.1 Testing Basic Functions with Test Software

Test software was developed in VHDL to be loaded onto the FPIB& software had to
test three functions:

1. The correct generation of a 2MHz sinusoid
2. The operation of the variable gain stage DAC

3. Toggling of the switches that route the output signal

Testing of the LVDS communication links is inherent, sinoe tlock source for the FPGA
comes from elsewhere in the system via the LVDS Clock link.

The 2MHz sinusoid was generated successfully. The resastoss the secondary wind-
ing of the transformer needed adjustment to ensure maxingmalspower transfer be-
tween it and the bandpass filter to which it is connected.

The variable gain stage works as intended. Data is writtecessfully to the gain-
adjusting DAC by the FPGA. With the placement of certaingss, the gain range can
be altered. Maximum gain is 48dB.

The routing switches also operate correctly under confrii@FPGA.

4.3.2 Testing Subtraction and Conversion Between Singlerieled and
Differential Signals

The final tests for full hardware functionality involve Vvising whether the single-ended
to differential amplifiers (and vice-versa) and the sulitoa¢addition circuit work as

planned. Both these functions can be verified with a singletteat utilizes two IF Can-

cellation Modules.

One of the modules is configured to produce a 2MHz sinusoith thie switches pro-
grammed to pass this generated signal directly throughetoditput. The second module
now uses this signal as its IF input. The second module nawwgserates a 2MHz sinu-
soid and routes it, via the switches, to the input of the opadger. The incoming IF is
also routed to the adder circuit.

After addition has taken place, the signal is passed throligtvariable gain stage and
then to the single-ended to differential converter, whicthe output of the circuit.

Initial attempts showed that the differential-to-singleded amplifier went into saturation
due to the DC-biased incoming IF signal. The DC-componert reaoved to some
degree by the insertion of 100pF capacitors at the inputefthplifier. The signal was
not a perfect sinusoid, but was of a high enough quality fetiig purposes. Note that
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this DC-blocking will not be required in the real system,cgirihe incoming IF (coming
from the RF demodulator) will not have a DC-component.

It could now be seen that all the components operate perfethie incoming and can-
cellation signals add as expected and the output amplital®e controlled by the VGA.
Due to shortcomings in the controlling software, the phdsatber of the generated sig-
nals could not be changed, so the 28fhase difference could not be achieved at this
point. This will be tested in the following chapter, howewehen the performance of the
module is measured.

The single-ended amplified signal is correctly convertedifferential by the final ampli-
fier and output to the rest of the system. From this final testrit be concluded that all
the hardware functional requirements have been met.

4.4 Conclusions About Hardware Design

Following the design and testing of the initial hardware, fibllowing conclusions can be
drawn:

1. All aspects of the hardware functions as intended.

2. Slight modifications can be made, namely adding more CKhg capacitors,
especially in the IF signal paths. Although not requireddperation in the system,
it would facilitate easier testing of the hardware.

3. The signal integrity is at an acceptable level. No int@doie communication er-
rors were encountered during the testing phase, and the Dip8tdas a SFDR of
70dBC (see Chapter 5) while noisy digital communicatioks {alace.

A second version of the hardware will be manufactured in ttiaré that contains the
modification mentioned above. In Chapter 5, the performant®e module will be tested
and it will be shown that the hardware can successfully lgnated into the SFCW GPR
for which it has been designed.
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Chapter 5

Performance Measurements of IF
Cancellation Module

In Chapter 5, the performance of the system will be evaluaiéis phase measures the
true success of the concept of IF cancellation and the haedaesign.

First, spectral purity of the cancellation signal is meadurThis measurement indicates
that the DDS indeed generates a clean signal, with a narrevBpurious-Free Dynamic
Range (SFDR) in excess of 80dBC and wideband SFDR of 70dBtjmeeasured. The
phase noise of the generated signal is also measured hdra pdot of this measurement
is included.

The second, and more important measure, relates to thedeeahcellation that can be
achieved. Two IF Cancellation Modules were used for this-tese generating an IF and
the other generating a cancellation signal that is addedetdR The test indicated that
the possible cancellation exceeds 53dB and that the RMS&lestaveen the two signals is
smaller than 4mV when the optimum phase difference and &amelbalance is achieved.
After the measurements are taken, the results are compuettease obtained from simula-
tion. The comparison will show that the simulation model \&esurate in its predictions
pertaining to digital word lengths of amplitude and phas#,iticorrect in predicting the
RMS error between the IF and cancellation signals..

5.1 Output Spectrum of the DDS

First, the output spectrum of the DDS is measured using aeAgiE4407B spectrum

analyzer. A plot of the spectrum of the 2MHz signal with a freqcy span of 10MHz is

shown in Figure 5.1.

As can be seen, spurious frequency components are prebantrainics of the fundamen-
tal frequency. This is consistent with theoretical pradits made in Chapter 2 relating to
common DDS output spectra.

Shown in Figure 5.2 is a narrowband spectral plot with a wiofti00kHz, the width

50
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Mkrl 2.88 MHz
Ref @ dBm Atten 16 dB -4.519 dBm
#Peak
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Res BH 108 kHz #YBH 108 kHz Sweep 6 ms (601 pts)

Figure 5.1: The frequency spectrum of the DDS output as medsoy the Agilent
E4407B spectrum analyzer

of 100kHz chosen to be the same as passband the IF bandpassThits measures the
narrowband Spurious Free Dynamic Range (SFDR).

This spectral plot shows that this DDS system has a narrowvlsDR (in a 100kHz
window around the carrier) of 85dBC with spurs present atdtiges £50kHz from
carrier) of the spectral plot. A plot of the wideband SFDR,asweed from DC to the
Nyquist rate {.x/2) , is seen in Figure 5.3.

The wideband SFDR is seen to be 70dB. A review of commercadgilable integrated
DDS devices revealed that this figure is better than mosteo€timpeting devices, and of
the same order as those of high quality devices. This halypartio with the fact that
a 2MHz signal is generated from an 8MHz clock, leaving no pttasncation and hence
minimum spurs.

5.2 Phase Noise Measurement of the DDS

Phase noise was measured using the Agilent E4407B spectralyzar in “phase noise
mode”. The frequency offset starts at 10Hz (the smallesebdffvailable on the equip-
ment) and ends at 100kHz. The upper limit was set at 100kHaiteitle with the band-

width of the IF filters. A plot of the measured phase noise @sghin Figure 5.4.

This plot is now compared with that of the clock driving theG#that controls the DDS
system. The two phase noise specifications are given inaafmrim in Table 5.1.

As can be seen, the small-offset phase noise of the DDS isrlib&in that of the clock,
but gets worse as the frequency offset is increased. Tmsansistent with the prediction
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Figure 5.2: Narrowband spectral plot of the DDS
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Figure 5.3: Narrowband spectral plot of the DDS

Table 5.1: Phase noise measured from DDS

| Offset from Carrier (Hz)| Clock Source Phase Noise (dBEPhase Noise Reading (dBC)

10 65 80

100 105 82

1000 128 80
10000 142 100
100000 141 120
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- Agilent  12:81:39 4 Feb 2004 Phase Noise

Carrier Power -4.94 dBm Atten 5.60 dB
Ref -60,08dBc/Hz

16.00
dB/

18 Hz Frequency Offset 166 kHz

Figure 5.4: Phase noise plot of the designed DDS

that DDS phase noise will match or better that of its cloclsngrce. A possible reason
for this is the fact that the FPGA introduces variable delmes on the digital outputs.
This is equivalent to adding jitter to the clock source andh@nce increases phase noise.
This jitter is present in the FPGA that produces the clocktfa DDS, as well as in
the clock that drives the output DAC of the DDS. Although nstgmod as that of the
clock, the phase noise performance of the DDS system ismabh8®when compared to
commercially available DDS units.

5.3 Measuring Cancellation Capabilities of the IF Can-
cellation Module

In this final test section, the level of cancellation that barachieved will be measured.
Two IF Cancellation Modules were used for this test, prodgdivo sinusoids. The am-
plitudes of the two signals were balanced first. After tHig, phase of one of the signals
was adjusted to attempt to achieve a 9@ase difference between them. It was seen that
using more than 10-bit phase resolution in the DDS phasenadedior did not result in
better cancellation. The phase was thus séffo= 0.35° accuracy.

Shown in Figure 5.5 and Figure 5.6 are the spectra of the IRlamdancelled signals,
respectively. It was measured using the Agilent E4407Btspecanalyzer. The span is
once again set to 100kHz.

As is seen, cancellation of 53.7dB is achieved. This figunegasured after the the system
has been running for approximately 30 seconds, since itrieches stability.

It must be noted that the cancellation is temperature degerathd decreases as ambient
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Figure 5.5: The output spectrum of the IF signal
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Figure 5.6: The spectrum of the cancelled signal
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temperature increases. Also, cancellation in the evemadsr system will be slightly
reduced from the measured result here, since the phasestvgeen the two signals will
not be correlated as is the case here.

Next, the RMS error between the two signals was measured) asidewlett Packard
54645D Oscilloscope. The scope was set to measure the RNEgygadf the subtracted
signal. Once again, the result was dependent on the ambemperature, but at room tem-
perature, an RMS error of 3.9mV was registered. This res@tliequate if one considers
that the noise in the system exceeds 2.6mV RMS when no sigrajzresent.

5.4 Review of Measured and Simulation Results

A comparison between the simulation and measured resultsaa be presented.

In Chapter 2 it was shown through simulation that no sigoakise advantage is gained
by using more amplitude than phase bitsvaze versain the DDS architecture. Fur-
thermore, it was shown in Chapter 3 that 10-bits amplitudeltgion in the DDS would
achieve similar cancellation results than higher bit-haons in the presence of realistic
levels of oscillator phase noise. In attempting to achiesseeanti-phase between the IF
and cancellation signals earlier in this chapter, it wasitbthat 10-bits phase resolution
achieved the same cancellation as using more bits in thee@twasimulator.

This implies that the simulation of Chapter 3 is correctcsiiit indicated that 10-bits
amplitude resolution would achieve maximum possible amehd found in practice that
using more than 10-bit phase-resolution did not improvecebation. In other words,
the simulation findings in chapters 2 and 3 are correct andcaneconclude that the
developed model is conceptually accurate.

On the other hand, there is a significant difference betwed8 Brror predicted and that
which was measured. Simulation indicated that the RMS emarld be about 30V,
whereas 3.9mV was measured. This discrepancy could be @uatbors

1. The bandpass filters could not be accurately modelled ith &fba

2. System noise due to analogue components and Electroddagmerference (EMI)
from adjacent electronic devices were not included in theeho

3. Passive components have unpredictable tolerancesightirsismatches of com-
ponents in crucial circuits, such as the operational amneplfummer, will cause a
degradation in performance.

These factors are not trivial to include in this model, buildserve as recommendations
for similar projects in the future.

In terms of the SFCW GPR system for which this device is inéehdt shows that the
instantaneous dynamic range of the system can theorgtimalhcreased by 53.7dB with
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the use of the IF Cancellation Module. This relies on the fhat the device can be
accurately calibrated to efficiently cancel each of themeldfrequencies mixed down to

IF. A lookup-table would have to be created that containgtiese offset and amplitude
information of each of the mixed-down transmit frequencies
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Chapter 6
Conclusions

This final chapter is an overview of this paper and will dramdasions from the results
obtained during this dissertation. The most important eséconclusions is that the
concept and physical incarnation of an IF Cancellation Medjives promising results.
A high degree of cancellation is possible with the module, avith correct calibration,
could dramatically improve the instantaneous dynamicearighe SFCW GPR for which
it has been designed.

Conclusions Drawn from Dissertation

The objective of this dissertation was to simulate, desiggh implement an IF Cancel-

lation Module that could be used to cancel the direct cogpdignal between the trans-
mit and receive antennas in a Stepped Frequency Continuaus Bfound Penetrating
Radar. The method of cancellation involves accuratelyeagang this leakage signal and
subtracting it from the returned radar signal. This camatelh would increase the ef-
fective instantaneous dynamic range of the data-captuievgce, an analogue-to-digital
converter (ADC), since this large unwanted signal usuadlgsumost of the ADCs input
range. It was seen in a simulation that if multiple scansclsie) is used to identify a

target through integration, less integration time is neetkhe leakage signal is cancelled.

Direct Digital Synthesis (DDS) was chosen as the methodaréeting the leakage signal,
due to its ability to rapidly change the phase of its outpntisoid. The operation of
DDS and its shortcomings was discussed in Chapter 2. Phase imosignal sources
was also covered in this chapter, since all the synthesizé¢tee SFCW GPR will have
frequency instability which will influence the degree of caltation that can be achieved.
Simulations at the end of this chapter showed the detelworat signal quality if phase
and amplitude errors exist between the IF and the canaeilaignals. Phase noise was
also introduced in the simulation.

Chapter 3 shows the development of a model for the canawilatevice. The model
takes phase noise in the various clock sources, quantizatiise in the DDS and phase
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errors into account. The model is used to simulate the dewibé&atLab. Chapter 4 con-
tains descriptions of the hardware design issues, withioutgycircuit level details. The

chapter also shows basic tests that were performed to \hafithe hardware functioned
correctly.

In Chapter 5 it is shown that the device achieves high levatsiocellation (53dB) and it
is proven that the device could indeed be used to increas#ytiemic range of the radar
system if it is correctly calibrated.

The most important conclusions that could be drawn fromgstidy are:

1. The concept of IF Cancellation using direct subtractibthe leakage signal in a
Continuous Wave radar is viable. After careful adjustmértroplitude and phase
of the cancellation signal, 53.7dB cancellation could Heeed. If the phase and
amplitude of the cancellation signal could be calibratecatocel the entire band of
transmit frequencies in the SFCW GPR, an improvement iumaheous dynamic
range of the order of 50dB can be achieved in the radar system.

2. The designed hardware functioned as intended, althdiggt snodifications could
be made to simplify testing of the circuit

3. The Direct Digital Synthesizer that was designed to geteehe cancellation signal
performs as well and better than commercially availablea=sin terms of spectral
purity. Narrowband SFDR was measured at 85dBC and widebBB@RSvas seen
to be 70dBC. Jitter introduced by the FPGA does, howevegeauweterioration in
the phase noise characteristic of the DDS compared to itkiclg source.

4. The simulation model developed is conceptually correct @uld be used as an
aide in the hardware design process. It correctly preditiaitl 0-bit amplitude res-
olution in the DDS would achieve as effective cancellatismiaher bit-resolutions
due to phase noise in the oscillators. It was also predittedno improvement in
signal-to-noise ratio is achieved by using more amplitutkethan phase bits in the
DDS orvice versaThese predictions complemented each other when it was found
in practice that no cancellation improvement is gained bggisore than 10-bit
phase
It was seen, however that the simulation was numericallydaeate, since an RMS
error between the IF and cancellation signal ofi8Qvas predicted, while 3.9mV
was measured. Various factors could be responsible fontiast likely the absence
of circuit noise in the model.

5. A summary of the most important measured quantities smgin 6.1 :
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Table 6.1: Summary of Measured Results

Narrowband SFDR (100kHz) 85dBC

Wideband SFDR 70dBC
DDS Phase Noise at: 10Hz 80dBC
100Hz 82dBC

1kHz 80dBC

10kHz 100dBC

100kHz 120dBC

Maximum Cancellation 53.7dB

Best Achieved RMS Error | 3.9mV

RMS System Noise 2.65mV
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Appendix A

This appendix contains an example of how to calculate jitten a phase noise specifi-
cation or plot as shown in [50]. It must be noted that a scdlatpr of unknown origin is
used in the calculation. Correspondence with the authdreatticle did not clear up the
mystery. The method was chosen, however, because it gigesdit plausible results.

The validity of the calculation was verified by comparing fitter result obtained from a
phase-noise specification with the same signal source®duitter figure.

Consider the phase noise plot shown below, taken from datecimanufacturer.
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Figure 1: Phase noise plot of an oscillator

The plot needs to be integrated and the bandwidth of integratust be specified. In this
case, assume the bandwidth is 1MHz. The first step is to fgeht different slopes on
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the graph, as defined in Chapter 2 of this paper Also, the plewels need to be converted
to watts. In the above example, the following information b& seen:

Table 2: Phase noise information of specification given abov

| Offset | Power (dBC)| Power (W) | Approximate Slopd

10Hz 65 316.2 x 10712 %
100Hz 105 32 x 10715 =
1kHz 128 158 x 10~ 18 %
10kHz 144 4 x 10718 =
100kHz 144 4 x 10718 %
1MHz 144 4 x 10718 =

Now, integration of the individual curve sections is donetdthe correction factor - it is
the lower limit of integration to the power of the slope inttpart of the curve. Thus

100 |
p1 = 316.2 x 10712 x 10* —df =1.05 x 107°
10 f*
1000 1

po =32 x 1071 x 104/ df =2.88 x 102
100

f2

10kH z

ps = 158 x 10718 x 106/

1
—df =1.422 x 10713
1kHz  f? /

AIMHz |

pa=4x107%¥x1 df =3.96 x 10712

10kHz fO

Now, the power contributions are summed, giving

Piot = p1 +p2 +ps + pa

= 1.05698 x 10~ watts

To proceed, this number is now converted back to dBm. Thiesf/g,,, = —59.8d Bm.
Now the RMS jitter can be calculated in various units, defrggndn the application. RMS
Jitter in degrees is

360 —59.8
JRJWSdegrees = ? x 10720
= 0.059°

If the frequency of the oscillator is known, the RMS Jitten dse calculated in seconds.
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Assume a clock frequency of 32MHz:

JRJ\JS degrees
360 x 32 x 106

JRMS seconds —

= 5.09 picoseconds

This result coincides with the oscillator jitter specificatof 6ps RMS jitter maximum.
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Appendix B

Please refer to the attached CD.
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