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Nomenclature

FPGA

HDL
Verilog
VHDL
Gateware
Bitfile
LVDS
LVTTL
LVCMOS
ADC

DDR

SDRAM

Compact PXI

BER

Field Programmable Gate Array. A semiconductor device loi@paf synthesizing
complex digital logic designs

Hardware Description Language. A code for describing diditgic designs
An HDL code

An HDL code

A digital design to be implemented on an FPGA.

Compiled gateware used to configure an FPGA

Low-Voltage Differential Swing. A high-speed, differeali digital logic family
Low-Voltage Transistor-Transistor Logic. A single-endedic family
Low-Voltage Ceramic Metal-Oxide Semiconductor. A singheled logic family
Analogue to Digital Converter

Double Data Rate. I/0 system in which data is latched on baghtipe and negative
edges of a clock

Synchronous Dynamic Random Access Memory. A high-volumiel sbhte com-
puter memory

A backplane architecture based on Compact-PCI, which insladpport for timing
and synchronization

Bit-Error Rate or Bit-Error Ratio



1 Introduction

The Karoo Array Telescope [KAT] is a South African projecaths attempting to build a world-
class radio telescope in the Northern Cape. The first protopyrase of the project was called the
eXperimental Development Model or XDM. This MSc projectaixes the development of a carrier
card that was planned to be used for XDM. The card, called tb&>Carrier Card, or XCC, was
designed to be used as part of a modular Digital Signal PsougfDSP] architecture.

The XCC's external connections are summarized in the contegram in Figure 1. The card was
designed to support two daughter cards, high-speed datarketonnections, a control network
connection and power and synchronization signals from &dase. The modular architecture was
chosen to allow the boards to operate in different modeser#ipg on the application, for exam-
ple, as digital receivers or data processors. The primargtion of the carrier card was to perform
communication and control tasks.

Digital Data
Receiver Processing
Daughter Daughter

Card Card

High Speed XDM Control
Data Carrier Card Network
Network

v

Compact PXI Backplane

Figure 1. XDM Carrier Card context diagram

Typically, radio astronomy applications require substdridSP hardware to sample, process and
transfer incoming data. The demands on DSP performanceaneng rapidly, as new instruments
incorporate more dishes and seek improved performanche lpest, these instruments were designed
for very narrow applications and took anything betweendtaed ten years to develop. However, the
fast growth of the processing power of electronics oftereead these designs obsolete even before
they were deployed.

In the last decade, Field Programmable Gate Arrays [FPGA# provided an agile means of per-
forming DSP. They facilitate rapid development of digitgb®ems and lend themselves to relatively



simple hardware as they increasingly allow more tasks tcelopned on a single Integrated Circuit
[IC]. These features allow for frequent updates of hardwalteyving the Moore’s Law curve to be

followed. For these reasons, FPGAs have been widely addptedse in radio astronomy projects,
such as the Allen Telescope Array and in KAT itself. Thus, FB®rm a central theme in the design
of the XCC.

1.1 Project Objectives

The objective of this project was to deliver hardware to eduss part of the Digital Back-End[DBE]
of the Karoo Array Telescope for XDM. The hardware was rezpito perform the functions needed
to satisfy XDM requirements, as well as to provide a test lddesign concepts for later KAT
design iterations. Ultimately, the development of the Hoaould serve as a risk reduction exercise
in preparation for the development of the more complicateal fAT.

The specific objectives of this project were to:

e Analyze requirements and establish specifications for lG€ X

Design and develop the hardware for the XCC

Implement gateware for both low-level testing and XDM fuowtlity

Develop test software for system verification

Analyse hardware performance and verify board capalsilitie

1.2 Project Outline

This section briefly provides an overview of the document chapter-by-chapter basis.

1.2.1 Chapter 2: User Requirements

XDM, the first prototype of the Karoo Array Telescope, cotesiof a single dish system with a band-
width of 1.414 to 1.65 GHz. The XDM Digital Back-End[DBE] systevas tasked with sampling
and processing the signal. The DBE was planned to consisvefae<DM Carrier Card onto which
attached XDM Digital Receiver cards.

The XCC was required to comply to the planned XDM DBE physicah@ecture and thus had the
following physical requirements:

e The board was to take a PXI Express form factor.



e The board was to include two Ten Gigabit Ethernet CX4 links.
e A programmable logic device was to be included for commuiooa tasks.
e A controller module capable of running Linux was to be inédd

e A system health monitoring device was to be included.

The scope of this project included designing and implemgritie XCC’s hardware and gateware to
a point where the functionality required for XDM would be asled.

1.2.2 Chapter 3: Hardware Design

The requirement for the XCC specified several physical hareh@g&ments to be included on the
board. This chapter starts by presenting the specific coemgerand interfaces chosen to satisfy the
requirements. The chosen hardware design was comprishd @dltowing primary elements:

e Two Xilinx Virtex-4 FX60s, chosen for communications tasks
o An Avnet Mini-Module Virtex-4 FX12-based controller moaul
e An Actel Fusion FPGA, for health monitoring

e A serial, point-to-point control interface

The schematics were captured using a hierarchical systémilvei Mentor Graphics package, DxDe-
signer. The FPGA 1/O allocation was performed using the Mefraphics tool, IODesigner. The
PCB layout was contracted in an attempt to accelerate thdagement time of the board. A set of
design rules was developed as an input to the layout developm

Signal integrity was a concern throughout the design. Axgank package called HyperLynx was used
to simulate transmission lines during both the design apdutiphases. The package was capable
of running simulation of an imported PCB layout, thus pronglia high degree of certainty that a
physical line would work.

1.2.3 Chapter 4: Gateware Design

The XCC included four FPGAs, each of which requigadewareto perform their intended functions.
Three gateware designs were needed: One for the Actel FESI@A, one for the FX12 controller
FPGA and one for both Xilinx Virtex-4 FX60s.

The Actel Fusion gateware, which is referred to as the XCC P8upervisor gateware, was designed
to perform system health monitoring and power managemectifins. The primary function of the
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design was to interface with the Fusion’s Analogue Block,ckhincluded an ADC with numerous
configurations. System health information was obtainedufin values sampled by the ADC. An
I*C interface provided the controller with access to this Heiatformation.

The Virtex-4 FX12 gateware, referred to as the XCC Controllegare, was designed to map the
resources of the XCC to memory on the PowerPC. This was achiesiad the Xilinx Embedded
Development Kit[EDK]. The following controllers were attzed to the PowerPC’s memory map:

¢ Xilinx DDR SDRAM, Flash memory and Bootable ROM controllers
e OpenCored?2C and SPI controllers

e Custom SelectMap and Control Interface controllers

The serial, point-to-point control interface required aplicated gateware solution in order to oper-
ate. The gateware system that was developed included tbeiioy) features:

e Automatic bit- and byte-alignment of the data, using VirteiSerDes resources
e Direct memory-mapped access to slave resources

¢ Indirect, high-efficiency bulk transfers from slave memtwrya local buffer

The Virtex-4 FX60 gateware, referred to as the XCC CommuruoatFPGA gateware, was tasked
with handling communications with the XMCs and the Ten Giggthernet links. However, no XMC

cards were available at the time of completion of this prpjse this interface could not be tested.
Two modules were used to communicate over the CX4 ports. Tterfodule, called the XAUI Pipe,

was a simple module for point-to-point communications aad developed primarily for testing. The
second module was a modified version of a University of CaliftorBerkeley Ten Gigabit Ethernet
controller. This module included facilities to communeatsing MAC frames and UDP/IP packets.

1.2.4 Chapter 5: System Verification and Performance

This chapter describes the testing and verification pragsdand reports on the board performance.

The first tests were carried out with the power off-line. Tehexluded short circuit and power supply
connector pinout checks. The ATX power connector had thengvpmn ordering and a ATX power
supply cable was modified accordingly.

The next set of tests were carried out on current-limitedliny power. The auxiliary power system
worked as intended. The Fusion FPGA was programmed suatlgssid the serial communications
were shown to operate without error.



The next tests were carried out with full power. A minor ervath the power supply chain was
solved and the board was successfully brought to the powgresdate. The only power-supply that
did not work was the DDR2 memory termination. This was lefatlled as the DDR2 memory was
not tested.

The XCC Controller was successfully programmed and no prableare encountered with the de-
sign. The Control Interface exhibited a BER of less than'®. The performance of the bus on the
Control Interface was lower than expected and a DMA contraltguld be necessary in future should
performance be required.

Eye diagrams for the Ten Gigabit Ethernet were measured asliektronix DSA 70804 digital serial
analyzer and were sufficiently open at cable lengths of 5esetA counter was then transmitted
from one CX4 link to the other. No errors were encountered entthnsfer of ten terabits of data,
which amounted to a BER of less thadr 3. The final Ten Gigabit Ethernet test involved using a Ten
Gigabit Ethernet core to transmit UDP packets to a Myricorwoek adaptor, plugged into a Dell
server. The link was found to operate successfully up to HpsG

1.2.5 Chapter 6: Conclusion and Further Work

This chapter first presents a summary of the performanceeatbtem and then discusses future work
and possible improvements.

A primary function of the board, the communication betwegdCXCommunication FPGA and the
XMC cards, could not be tested, owing to the absence of a daugard at the time of completion of
this dissertation. However, all other functionality reguments for XDM were met:

e Error-free Ten Gigabit Ethernet communications
e Control communications with a bulk read throughput of clasé¢Q0 Mbps
o FPGA configuration

e Power management and supply
The following items are elements on the XCC that require &mthork:

e The DDR2 memory is untested and requires a gateware core tevadoged for testing and
integration.

e The backplane clock distribution and power supply were mpiémented and require testing.

e The XMC interface on the XCC Communication FPGA needs to bedest



The XCC Controller requires a DMA core to improve system pentamce.
The SDCard interface has not been tested.
The SelectMap configuration interface has not been tested.

The gateware controlling the ADC on the Actel Fusion needsetoorrected to support current
and temperature monitoring.



2 Requirements and Specifications

The XDM Carrier Card was designed to be part of the XDM Digital B&nd [DBE]. Thus, most
of the XCC's requirements were derived from those of the XDM DBEis chapter describes the
planned XDM DBE and presents the design requirements for @€.X

2.1 XDM Description

The XDM was the first prototype of the Karoo Array Telescopd aas comprised of a single dish
radio telescope with a bandwidth from 1.414 to 1.65 GHz. Thegry goal of the XDM was to
serve as a platform to advance the software, hardware amehsyschitecture for the much larger
meerkKAT.

The XDM consists of a single dish with a dual-polarized, selern cluster feed. The Radio-
Frequency subsystem performs amplification, among itsragperations, and transfers the signal
from the dish to the processing room, using RF-over-fibrerteldgy. The signals are then digi-
tized and processed by the Digital-Back End. Thereafterptbeessed signal is transmitted to the
computing infrastructure for further off-line processing

2.2 XDM DBE Overview

A summary of the planned DBE architecture for XDM is shown igufe 2. It was planned that the
system would include a sub-rack with power supplies, cgoknmaster controller computer and two
XDM Carrier Cards, each carrying two XDM Digital Receiver Card®Rs]. The analogue signals
were to be directly sampled and processed on the XDRs. Thegsed data would then be passed
to the carrier card, which would then transfer it on to a hsgleed 10 Gigabit Ethernet network.
Each XCC would include a controller module, running Linuxptform control, configuration and
monitoring as necessary. [Owing to time constraints, the RBihitecture was abandoned for the
purpose of XDM. However, work relating to this project conied as an academic exercise.]

2.3 Hardware Requirements

2.3.1 Compact PXI Express Compatibility

The XCC was required to take a 6U, 23.34mm x 16.0mm, EuroCard factor and to include
features to support operating as a PXI peripheral card. elfestures included both the necessary
connectors and electronics to allow full PXI operation. H¥ Express backplane provided power
and synchronization functions.
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Figure 2: XDM Digital Back-End architecture

2.3.2 XMC Mezzanine Card Interfaces

The XCC was required to support two XMC mezzanine cards. XM& ssandard mezzanine card
interface, which includes: [1]

40 high-speed differential pairs

40 user-definable, single-ended 1/0s
e JTAG
o I2C

Power

In XDM, these cards would take the form of digital receiverdsa However, the functionality of
mezzanine cards could vary if they included a compatible Xikit€rface. The XMC specification
placed restrictions on component height between mothedaundhter cards. Component placement
had to satisfy these restrictions.



2.3.3 Ten Gigabit Ethernet

The XCC was required to include at least two 10GBASE-CX4 linkeese links were required to
transfer data between the XMC cards and a high-speed datanket

2.3.4 Control Network

A single 10/100/1000 Ethernet connection was required asnarainications channel between a
remote operator and any control software running on the XCC.

2.3.5 DDR2 SDRAM Memory

A large store of DDR2 SDRAM memory was set as a requirement ®X@C. DDR2 memory was
the only current technology that provided sufficient speed @pacity to store incoming data. This
memory was included to perform buffering for transient gsisl and to support DSP if necessary.
The memory was not required to achieve XDM functionality.

2.3.6 Communications FPGA

An FPGA was required to perform the tasks necessary to gadsta between the high-speed net-
work and the XMC cards. If necessary, the FPGA should be abpetform DSP functions. [This
FPGA is referred to as the XCC Communications FPGA in this deanirh

2.3.7 Controller Module

The XCC was required to include a controller that was capabiegnming an embedded version of the
Linux operating system[OS]. The following functions needie be implemented by the controller:

e Control of the elements on the board
e Configuration of the board’s FPGAs
¢ Monitoring the health of the board

e Remote operation over the 10/100/1000 Ethernet link

The controller was required to be a computer-on-modules Wauld mitigate the risks associated
with the design of controller circuitry.
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2.3.8 Power Management and System Health Monitoring

KAT will be situated in the Karoo, a remote, semi-desertogagilt is imperative that any system
deployed there be extremely reliable. For this reason, aokayeasuring and monitoring the health
of the XCC was required. This system was required to changedher state of the board, given
thresholds for voltages, temperatures and currents, tétlyoal of turning off the board, if necessary,
to avoid damage to the on-board electronics.

2.4 Scope of Work

The work for this project included the design and developnoéthe hardware of the XCC and the
development of gateware to perform the basic tasks reqtoredDM. In addition, software was to
be developed to test the functionality of the hardware antevggre.

Several hardware elements were untested, owing to eitadatk of availability of components or to
their not being required for XDM. Some software-orienteskig such as the development of a Linux
port, were not within the scope of work of this project.

2.5 Deliverables

The primary hardware deliverables for this project incllide

e Hardware schematics
e Printed Circuit Board [PCB] layout files

e Tested hardware
The gateware deliverables included HDL code, organizedafepts for each programmable logic
device. Automated build and testing environments wereugtedl for each project.
2.6 Conclusion

In this chapter, the requirements for the XCC, both functiaral physical, were discussed. The
physical requirements were set as follows:

e The XCC needed to be a 6U Compact PXI Express compatible card.

e It was required that two XMC mezzanine card interfaces weekided to support two daughter
cards.
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Two Ten Gigabit Ethernet interfaces were required for dataraunications.

A single 10/100 Ethernet link was required for control conmigations.

A DDR2 SDRAM bank with high-speed and high-volume capabditieas required.

A reconfigurable logic device, called the XCC Communicatiogicowas required to perform
communications tasks.

A controller, called the XCC Controller, capable of runningeanbedded operating system,
was required.

A programmable device, called the XCC Power Supervisor, e@sired to control power states
and monitor system health.

The functions required to be implemented by the gateware agfollows:

e Power sequencing, health monitoring and serial communitatvere to be performed by the
XCC Power Supervisor.

e The XCC Controller was to support control, monitoring and FR&Afiguration capabilities.

e The XCC Communications FPGA was to relay data from the XMC ctydbe Ten Gigabit
Ethernet links.

The deliverables of the project were as follows:

e Hardware schematics, Printed Circuit Board [PCB] layout and fiaedware

e Final gateware images, Hardware Description Language [Hlds, test-benches and auto-
mated build infrastructure

12



3 Hardware Design and Implementation

The purpose of this chapter is to present the design and mgpiation of the XCC’s hardware.
First, there is a presentation of the the basic design aathite, as governed by the requirements.
Next, there is a discussion regarding the major decisicstswikre reached in the final design of this
architecture. Finally, the implementation of the XCC hardia presented.

3.1 XCC Hardware Design

The XCC'’s basic architecture, to be obtained from the userimeents, is shown in Figure 3. The
XCC consists of the following primary elements:

A board controller module

Two XMC mezzanine card connections

DDR2 Memory

XCC Communications FPGA

Power monitoring and supervision

The internal and external electrical interfaces mentiandtie requirements are also summarized in
Figure 3.

The external interfaces include:

e PXI Express power, power management, timing and synchaibaiz signals
e Two CX4 Ten Gigabit Ethernet data network ports
e A 10/100/1000 Ethernet control network port

The internal interfaces include:

A control interface that allows commands and data to be fiearesl between the controller and
the XCC Communications FPGA, as well as slave devices pluggedhe XMC slots

A FPGA configuration bus that allows the controller to pragithe communications FPGA, or
FPGAs on the mezzanine cards

A System health monitoring bus that connects the contrtdlemonitoring devices on the XCC
and XMC cards

A high-speed interface between both XMC slots and the conmations FPGA

13
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XCC System Health Monitoring Bus

Controller
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PXI Express Power & 2 x 10GBASE-CX4
Power Management

Figure 3. XCC Basic Architecture
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Table 1: I/O Requirements of XCC Communications FPGA

| Interface name | Number of 1/Os used
XMC 0 88
XMC 1 88
DDR2 SODIMM 122
Control Interface 24
Clocks 8
GPIO 5
\oltage reference and termination 26
| Total 361

3.1.1 XCC Communications FPGA

The communications FPGA on the XCC was required to includeirgigabit SerDes [Serializer/Deserializer:
to support Ten Gigabit Ethernet directly on the device. Attime of design only three FPGA families
from major manufacturers satisfied this requirement. These:

e Xilinx Virtex-4 FX FPGAs
e Altera Stratix-1l GX FPGAs
e Lattice SC FPGAs

The Lattice FPGA provided the lowest cost option and inatudedicated silicon for DDR memory
and Ten Gigabit Ethernet controllers. However, this dewes very early in its development cycle
and posed a risk on the basis of availability and possibl@amaented device limitations. Further-
more, the Lattice FPGA would not have enough resources forperany DSP tasks should they be
required. [2]

The Altera Stratix-1l GX FPGAs support LVDS on limited 1/O ttdes, which would have imposed
limitations on I/O allocation and increased routing comfiie [3]

Virtex-4 FPGAs provided the lowest risk option for the desamnd were thus chosen.

The only widely available Virtex-4 FX series FPGA at the timedesign was the Virtex-4 FX60
FF672 FPGA. This FPGA included 12 multi-gigabit transcesvand 352 user-definable I/0Os. A
summary of the 1/0 requirements for the communicationsdagishown in Table 1. Two FX60
FF672 FPGAs were required to satisfy the 1/0 requirements.

The fastest way of programming Virtex-4 FPGAs was via ant8saile, parallel configuration bus,
called SelectMap. Therefore, the FPGA configuration busdeagyned for SelectMap compatibility.
JTAG was essential for testing and configuation and was decluor all FPGAs on the XCC and
XMCs. [4]
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3.1.2 XCC Controller

The XCC controller module needed to include a processor, RAdHMemory, an Ethernet Phys-
ical Layer chip [PHY], an Ethernet Media Access Control ctNpAC], 72C for the System Health

Monitoring bus and a local bus or enough GPIO to operate ti@@¥¢bnfiguration and control inter-

face buses. The following computer modules satisfied thexgeh criteria and were considered:

e Avnet FX12 Mini-Module: An FPGA based controller with emioledi PowerPC Core
e Compulab CM-X270: Intel XScale based controller

e SSV DIL/NetPC DNP/920: ARM9 Based processor

The controller was required to operate a control interfaceatch FX60 and each XMC. The perfor-

mance of this interface had to saturate a 100 Mbps Ethemetlh order to achieve this a bandwidth

of 320 Mbps was used as the bus requirement. If a traditiotél lBus had been used this would have
equated to a rate of 40 Mbps per data line. Figure 4 shows datmduunterminated and unbuffered

clock signal, running at 40 MHz, bussed to all control irded targets. This line configuration might

have failed owing to signal integrity problems caused byléingth of traces and the stubs introduced
by the XMCs. The possible solutions to this problem were devi:

¢ Increase the bus width and slow the data rate per line
¢ Reduce the stub-length by buffering the bus

e Implement a serial, point-to-point protocol

The first solution was not desirable as it would have incréaseting complexity and also would have
increased I/O utilization on FPGAs. The second solutionm@shosen as it would have introduced
additional components and routing. A serial point-to-p@irotocol implemented with Low-Voltage
Differential Swing[LVDS] logic had the following benefit§d]

e Correctly terminated LVDS lines could be routed to lengthdenfs of centimetres without
exhibiting signal integrity problems.

e LVDS exhibited high common-mode rejection, making it moreriune to interference such as
cross talk.

e The low-voltage swing greatly reduced the radiated power.

e A signal LVDS pair could operate up to 1 Gbps on the highesedpgade Virtex-4 devices.
[4]
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Figure 4: Simulated electrical performance of bussed obirtterface

The only controller that was capable of implementing suchatggol was the Avnet Mini-Module,
which was duly chosen. For full specifications of this modeiter to the Avnet Mini-Module user
guide. [5]

In order to run a full operating system, it was necessarydtude enough Flash memory for both the
kernel and a filesystem. The 4 MB Flash memory on the Avnet#iadule was large enough for
a kernel and a small filesystem. However, a miniSD Card slotim@sded in the design to provide
enough non-volatile memory to support a large filesystem.

3.1.3 Power Supervisor

The power supervisor had to be capable of controlling thegpatate of the board, taking into ac-
count both controller and system health inputs. Furtheemibre device needed to provide the XCC
Controller with access to system health information, suclotiages, temperatures and currents. Two
devices were considered to perform this task:

e Analog Devices ADM1063 Super Sequencer

e Actel Fusion AFS600 FPGA

The ADM1063 is an IC that includes a 12-bit ADC and a prografie@ower-sequencing engine.
This device is capable of measuring up to 10 voltages anddmératures and includes several con-
figurable outputs and affC interface. The Actel Fusion is a system-on-chip, mixedaid-PGA,
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with embedded ADC, Flash memory, clocks and voltage regul@pThis device, while not as low-
cost as the ADM1063, includes far more capabilities, whilkbwmait to perform various additional
tasks, such as:

e Monitoring of up to 30 analogue sources

e Support for multiple communications interfaces, such akplane/?C, controller /?C and
serial port

e General purpose tasks, such as conditional JTAG forwagconfiguring clock buffs

Conditional JTAG forwarding was required in order to remown4present XMC cards from the
chain. The AD9511 clock buffers required configuration viaSPI interface, in order to correctly
buffer the back-plane clocks. The Fusion FPGA was chosengva its ability to perform these
additional tasks.

3.1.4 Clock Generation and Distribution

The primary clock source was a 100MHz LVDS signal that wasealifrom the backplane. This
clock signal was buffered, using an Analog Devices AD951ictv claimed to introduce less than
one picosecond jitter. This low jitter was required to alline clock to be used as a sampling clock for
ADCs on the XMCs. The AD9511 outputs five copies of the inputkltocach FX60, each XMC and
to the controller module. The same distribution system ve&sldor the one Pulse-Per-Second[PPS]
synchronization signal from the backplane.

Each FPGA was set up to include its own clock source so thauiddoe operated independently of
the backplane during testing. The controller module inetd 100 MHz clock. Each FX60 attached
to a 200 MHz clock source. The Actel Fusion FPGA included abexided 100 MHz oscillator and
also was attached to a 10 MHz crystal to operate a Real-Timek (RIcC].

The Multi-Gigabit Tranceivers [MGTs] on the Virtex-4s remd a low jitter 156.25 MHz reference
clock to support Ten Gigabit Ethernet. This clock was getegrdrom a single Surface Acoustic
Wave[SAW] clock oscillator and was buffered with a Micrel 882U 1:4 clock buffer and dis-
tributed to each FX60. [8]

3.1.5 Power Generation

The primary power source was designed to be the PXI Expredsplaae, which supplied 12V, 5V,
3.3V and a 5V auxiliary power. An addition, an ATX power suppias added to the board to facilitate
bench operation and it included the same supplies. The akaaybV auxiliary supply was used to

18



Table 2: Estimated Power Requirements for the XCC and two XDRs

| Supply name | Power Required [Watts]

0.9V Termination 3.8
1.2v 14.32

1.2V MGT 6.2
1.5V 1.44

1.8v 5.78

2.5V 6.47

5V Aux 4.74
3.3V Backplane 10.75
5V Backplane 19.5
12V Backplane 21.12

| Total \ 94.12 |

power the Actel Fusion FPGA. The Actel Fusion FPGA, as paitsgbower-sequencing operation,
would enable the 12V, 5V and 3.3V supplies.

The estimated power requirements of the XCC and two XDRs anersio Table 2. These values
were derived from several sources, including Xilinx's ¥kt4 power estimator and a Micrel DDR2
design guide. The supplies with the highest power ratingdy/,11.8V and 2.5V, required efficient
DC-DC converters. Texas Instruments produces a line of witode power supply module in their
POLA range that operate at up to 90% efficiency. These deyic®sded a compact solution for
designs requiring high-power and were thus chosen for the X®€ .other supplies were generated
using various Texas Instruments linear regulators.

3.1.6 Thermal Considerations

The Xilinx Virtex-4 XPower Estimator tool was used to esttmthe thermal cooling requirement of a
fully utilized FX60 FPGA. The tool estimated that, with anlaient temperature of 2C, the heatsink
and airflow would need to provide a thermal resistance ¢iG3\/. Standard isolated heatsinks would
not provide a low enough thermal resistance, as airflow wbaldisrupted by the XMC cards. The
only feasible way of achieving the necessary cooling wo@ddouse a large surface-area integrated
heatsink. Thus, mounting holes were included to suppom&grated heatsink.

3.1.7 Detailed Design Overview

The complete design as discussed is shown in Figure 5. Taggain indicates the component and
interface details.
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3.2 Schematic Design Capture

Hardware schematics are documents that contain informatftmut the components included in a
design and their interconnections. Schematics are usen iapat to PCB layout and are useful as
a reference when utilizing the hardware. A hierarchicalrapph to schematic capture was used in
this project. Hierarchical schematics include layers tériconnected blocks, where the lowest layer
blocks are populated with components. This approach hasaelesign benefits over a flat schematic
system, including improvements in manageability, proberndivision and design re-use. The gains
are similar to those of modular software coding.

3.2.1 FPGA I/O Allocation

FPGAs include 1/0 banks that must be configured to suit thegdes which they are being used.
Designing the allocation of 1/0Os can be a difficult processthere are design rules that need to be
obeyed for various logic families. Failure to observe theet rules can cause errors in or failure of
the design. It is also inevitable during the design of FPGAdd hardware that several iterations of
I/O reallocation will be required to minimize the crossirfdines encountered with PCB layout.

Mentor Graphics has a product, called IODesigner, that &nstreamline the process of assigning
FPGA I/Os. This package provides I/0O bank design-rule cingclschematic symbol generation and
links to the HDL development. This package was used to atel¢he allocation of I/O Banks on
the Virtex-4 FX60s and Actel Fusion FPGAs.

3.2.2 XCC Schematics

The XCC schematics are included on the attached CD. Refer tondipp@ for the location of the
schematics of the XCC.

3.3 Printed Circuit Board Layout

The printed circuit board layout of the XCC was subcontratbealCape Town-based company called
Peralex. This step was taken to accelerate the developmpesad $y utilizing their PCB layout expe-
rience and allowed the gateware to be developed concuyrrentl

3.3.1 Layout Constraints

Almost all signal routing was performed, using an auto-eauf\uto-routers route the traces between
components while trying to adhere to a set of layout conssaiSuch a set of constraints were pro-
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vided as an input to Peralex for the layout. The items spec#gelayout constraints are summarized
as follows:

e Priority: Higher priority traces are routed with more effty achieve their constraints.

Differential: Traces are routed differentially.

Group: Traces are routed in groups to optimize skew withistee buses.

Maximum and minimum trace lengths: The length of a tracectdfeignal integrity and skew
within a group.

Impedance: Electrically long traces require impedancérobto minimize reflections.

Stub control: Bussed lines require the stubs off the bus toihamzed to reduce reflections.

3.3.2 Completed PCB Layout

All files relating to the PCB layout, manufacturing and assigrabe provided on the attached CD and
are summarized in Appendix A.

3.4 Signal Integrity Simulations

Signal integrity and Electro-Magnetic Interference[EM#&re deemed high risk items and were kept
in mind throughout the hardware design and implementatiBnsoftware package from Mentor
Graphics, called HyperLynx, was used to simulate the sigriagrity and EMI performance of the
XCC. The software included two packages. The first, called &ime simulated a schematic entry
transmission line. The second, called BoardSim, simuldtedt performance of a completed PCB
layout.

LineSim was used during the design phase to simulate thertigsion lines that were expected to
perform poorly from an signal integrity perspective. Boand®as used to simulate the performance
of the final layout. It was found that the autorouter sucedlsfeduced crosstalk and matched the
target impedances.

The LineSim and BoardSim simulation results are attachegpefdix B. The validity of the results
relied on the correctness of the models and assumptions alemle connector performance. Criti-
cally, the performance of the XAUI could not be accuratefgidated, owing to the lack of a Virtex-4
MGT simulation model.
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3.5 Completed Hardware

Figure 6 show images of the completed PCB without componé&igsare 7 shows the XCC populated
with all components excluding the PXI backplane connectors

3.6 Conclusion

The final hardware design included:

e Two Xilinx Virtex-4 FX60 FPGAs for XCC Communications Logic

An Avnet controller module with a Xilinx FX12 FPGA with embdeld PowerPC, selected as
the XCC Controller

An Actel Fusion FPGA with embedded ADC for power supervisiord monitoring, selected
as the XCC Power Supervisor

A high-speed point-to-point LVDS control interface betwethe XCC Controller and slave
FPGAs

A high-speed point-to-point LVDS interface between XMCs X@&C Communications FPGAs

e A parallel FPGA configuration bus from the XCC Controller toleatave FPGA

The schematics were captured using a hierarchical schelneei-FGA 1/O allocation was performed
with the aid of a tool called I0Designer from Mentor Graphidshe Printed Circuit Board layout
was outsourced as a means of accelerating the developma system. A set of layout rules was
developed and used as an input to the layout contractorsseTtmnstraints were to ensure correct
electrical behaviour of the signals specified therein arehiure that signal integrity did not degrade
the ultimate performance of the board.

Signal integrity was a major concern throughout the hardvaasign process. A software package,
HyperLynx, was used to simulate signal integrity duringiabe hardware design and implementation
phases. The results of these simulations were the basiserfadelesign decisions and were used to
verify the layout.
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Figure 7: XCC populated with all components excluding the B&dkplane connectors
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4 Gateware Design

The XCC includes four FPGAs, each of which requieteware to perform their intended functions.
Three gateware designs were required: One for the ActebRUSPGA, one for the FX12 controller
FPGA and one for both Xilinx Virtex-4 FX60s. The Actel Fusigateware, which is referred to as the
XCC Power Supervisor gateware, performs system health orargtand power management func-
tions. The XCC Controller gateware provides interfaces tonsoe that is running on the embedded
PowerPC, while the XCC Communications FPGA provides Ten Gigghernet communications to
the XMC cards.

4.1 XCC Power Supervisor
4.1.1 Device Capabilities

The Actel Fusion AFS600 FPGA included an analogue circutindule, embedded on the FPGA,
called the Analogue Block. The primary function of the Analeglock was to sample analogue
inputs with its built-in ADC. The ADC could sample 12-bits &13tkHz and included a multiplexer
that could select up to 30 external analogue inputs and ttesnal inputs, which included the die
temperature and the FPGA core voltage. The external signald be connected directly to the ADC
or through prescaler elements, which scaled the inputge#tdao meet the range of the ADC. It was
also possible to configure the device to support measuring o ten currents and temperatures. The
Analogue Block included FET gate drivers that could be usembtirol power MOSFET switches.

The Analogue Block supported numerous configurations fologoe sources, gate drivers and the
ADC. Many of these were configurable at run time through thelédgae Configuration Mux [ACM],
including:

e Type of source: voltage, current or temperature
e Pre-scale before ADC input

e FET gate driver control

The Fusion FPGA included two types of Flash memories, whiehevaccessible through the FPGA
fabric. The first was a 4 Mb memory called the Flash Memory Blo€kis memory allowed read
and write access through the fabric. The second memory laskcalled the FlashROM. This was a
128-byte, read-only memory that was configurable only viea@T

The FPGA included an embedded 200 MHz RC oscillator and thyusinexd no external clocks. In
addition, the Actel Fusion supported an external crystat tdould be used to drive an internal Real-
Time Clock [RTC]. This RTC had the capacity to power down the RHGr a given number of
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cycles. The Actel also included several features commondst lPGA families, such as internal
SRAM memory blocks and configurable I/Os.

4.1.2 Design Overview

Figure 8 shows the interfaces to the Actel Fusion FPGA on t8€ XThe functions that the Actel
Fusion gateware performed are summarized as follows:

e The management of power sequencing

The measurement of all attached analogue inputs

The performance of automated responses to various anailoguieevels, to prevent potential
component damage

The provision to the controller of access to its internalstegs vial>C

The management of the board JTAG chain

The configuration of the AD9511 clock buffers

25 Analogue Inputs IZC
> - >
10 Voltages, 10 Currents & 5 Temps
XCC 2xGPIO, 3xLED
Power Supply Control | POWer Su pel'ViSOl': b
- >
Includes MOSFET Gate Drivers Controller Module IRQ
Actel
PXI & ATX E P M t Fusion AFS600 Clock Buffer SPI
xpress Power Managemen ock Buffer
- > FPGA -
Chassis Removal Signals <Board JTAG Distribution >
- -

Figure 8: Actel Fusion Interface Diagram

The design is described in detail in Figure 9. The desigruoted 16 Verilog HDL-defined modules.
Several of these modules in turn included memory-mappedtezg that were accessible via a bus
called the LBus.
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Figure 9: Actel Fusion Gateware Block Diagram
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4.1.3 Power Sequencing

The Power Manager module controlled the power state of the X®E .state machine is described
in Figure 10. The XCC Power Supervisor came out of reset inptheered-dowrstate. In this
state, all power supplies on the XCC were disabled. After ayd#iat was based on the Compact
PXI geographical address, the Power Manager entereplaWered-upstate. In this state, all power
supplies were enabled and regular board functions couleidermed.

The state would change powered-dowmnder the following conditions:
1. If the controller module issued a reset command
2. If aninternal, 4-minute watchdog timer was not reset

3. If an unsafe voltage, current or temperature conditios eetected

One second later, the state would returrptiwered-up If conditions2 or 3 occurred five times
without the controller acknowledging the crashes, the db@auld enter theno-powerstate. In this
state, all power supplies would be disabled and the only syxedentering thgpowered-ustate again
would be to reset the FPGA via the serial port or to poweretiee board. The no-power state could
also be entered if the controller issued a power-down condoaafter the chassis removal alert had
been triggered and acknowledged.

4.1.4 Analogue Value Measurement

The ADC was configured at build-time to sample 12-bits at 18@.KThe Fusion’s Analogue Block
needed to be configured at run-time before analogue sigoald e sampled. This was done by
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setting registers on the ACM Controller module. After the Avgple Block had been configured, all
32 possible analogue sources were sampled in sequenceagdlistregisters in the Analogue Level
Checker module. All samples were also stored in a 108 kb riffgthwhich was, likewise, accessible
through registers. This provided storage of 9216 sampleghwvas equivalent to 92.16 ms of data.
During a crash, this buffer would be stored into Flash menarg would provide detail as to the
cause of the crash event.

4.1.5 Unsafe Analogue Level Responses

The checking of whether a sampled value was safe or not wésrperd by the Analogue Level
Checker module. Two types of thresholds were defined: hardaftdIf a sampled value exceeded
a soft threshold, an interrupt was triggered that notifiezldbntroller module. If a hard threshold
was exceeded, the Power Manager was notified and the boamseis The threshold level for each
analogue input, both high and low, was configurable througte§isters on the LBus.

4.1.6 Communications with the XCC Controller

The LBus was made accessible to the XCC controller througF@ninterface. The byte-oriented
I%C interface was bridged on to the memory-mapped LBus by the Glomtierface module. The
memory operations were filtered by the Address Protectioduieo This prevented the controller
from altering registers that might cause damage to the beaoth as the hard threshold level registers.

The XCC Power Supervisor included an interrupt output thaieated to the controller module.
There were four conditions that could cause an interrupettriggered. These were:

e A soft threshold violation from the Analogue Level Checker
¢ A chassis removal signal
e A bus timeout from the Bus Monitor module

e An address violation from the Address Protection module

The IRQ Controller module managed the control and generafionteyrupts.

4.1.7 Automatic Bus Operations

It was necessary that various LBus transactions be compéttmmatically in order for the XCC
Power Supervisor to configure itself before entering thegred-up state. These automatic transac-
tions were performed by the DMA Engine module. During theaadactions, the LBus was locked
and external transactions could not occur. The DMA Engintop®ed two operations:
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e Startup configuration

e Crash detail logging

During the first step of startup configuration, the threshaltlies were read from the Flash ROM
and were written to the Analogue Level Checker. During th@sddstep, the Analogue Block con-
figuration was read from the Flash ROM and written to the ACMe Thash detail logging involved

reading data out of the Analogue Level Checker ring bufferariting them to the Flash memory.

This allowed for off-line analysis of the cause of a crash.

4.1.8 Miscellaneous Board Operations

The XCC Power Supervisor was capable of conditionally sgttip JTAG chain of the board, thus
allowing absent XMC cards to be removed from the chain. Thevgare also included a write-only
SPI interface for configuring the Analog Devices ADM951 1oélduffers.

4.1.9 Pre-Integration Testing and Results

The Actel Fusion gateware was tested on a development ba#ledl the Actel Fusion Starter Kit
Board. This board included a Fusion AFS600 FPGA. An RS232 liak wdded to the board to
provide communications to a PC. A small C program, calahman was developed to access the
LBus registers via the link on a PC through a bridge, in a masimetlar to how the controller had
been designed to access registers.

Monman read commands from a file, transmitted them over thal @k and outputted the results
of reads. A command typically consisted of a write or read toegmory address on the remote bus.
However, there was support for other special commands, asictelays. This scheme allowed the
design to be tested independently of the final hardware ahttesl the integration time.

4.2 XCC Controller

The XCC Controller gateware and firmware was begun by two KAmteeembers, Andrew Martens
and Marc Welz. This section describes the work done to extlesid work and to test the gateware
for the XCC Controller.

4.2.1 Controller Design on Xilinx FPGAs

The primary function of the gateware on the XCC Controller wasupport the software running
on the embedded PowerPC. Xilinx provided a tool, EmbeddecDpment Kit [EDK], which was
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designed to streamline the process of running software thereMicroBlaze- or PowerPC FPGA-

based controllers. EDK linked the development of gatewtieelaed to the processor with that of the
source code to be run on the processor. The tool allowed #ret@sustomize the memory map of
the processor, using either user-defined gateware modubdeses from EDK libraries.

EDK used the GCC library suite to cross-compile and link userrce code that was based on the
gateware memory map. The tool generated an FPGA bitfilentit&tlized embedded FPGA memory
with the compiled application. This allowed the user aggilmn to boot automatically.

4.2.2 Established Progress with Controller Module

The following had been completed before work relating te firoject began:

e A working EDK project that included a DDR memory controllarFlash Memory controller,
Ethernet MAC and Serial UARTs

e A bootloader, Carabas, which provided Flash memory, netwaebugging and application-
booting mechanisms

e A working Linux port, including serial port and network denrs

4.2.3 Design Overview

The XCC Controller interfaces are shown in Figure 11. As persttape of this project, the XCC
Controller gateware was required to perform the followingdtions:

e Provide the embedded software with a means of communicaithghe XCC Power Supervi-
sor and any other devices on the Power SupenisorBus.

e Provide the embedded software with a means of programmmmd-BHGAs on the SelectMap
bus

e Provide the embedded software with a means of communicadihglevices using the Control
Interface

e Provide the embedded software with a means of accessing@Gare Device
Figure 12 presents an overview of the gateware developadoKCC Controller. PLB and OPB are
bus standards used by IBM processors and was used to attaghoirie gateware modules to the

PowerPC.
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Figure 11: XCC Controller Interfaces

4.2.4 OpenCores WishBone Bus

OpenCores is a project that aims to provide open source, Hiinet cores to the public by pro-
moting the same community development principles that masde the Free Software movement
successful. There are currently 435 projects hosted obim@penCores that cover a wide range of
applications, including Digital Signal Processing, conmigations and microprocessors. It is advan-
tageous to use established open source cores for sevesahsgavhich include:

e The reduction of time and financial costs of developing ctn@s scratch

e The elimination of the dependence on IP cores, which arenadigensive and restrictively
licensed

e The increased reliability, owing to the core being used withe community

The WishBone bus is an open source computer bus that is irdéadennect cores within an IC, such
as those on an FPGA. This bus is used by many OpenCores prajetisas chosen as the desired
bus architecture for the XCC as it allowed reuse of the proeeescavailable from OpenCores.

425 Control Interface Data Protocol

The decision to select a point-to-point serial interfagetifi®@ Control Interface necessitated a fairly
complex gateware solution. The following functionality suaequired of the Control Interface data
protocol:
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e The control interface master required the slave memory todgped to its own memory.

e Reading from the slave should occur with high efficiency tgmuplow bandwidth signal to be
transferred from the XMCs to the control network.

e Slave devices should be able to issue interrupts to the maste

The control interface protocol was designed to be compatbth 4-bit SerDes devices. For this
reason, the data protocol was based on transfers of 4-liitesib These nibbles were transferred in
sequences to form commands, which were initiated by theemastd responses, which were initiated
by the slave. The following commands were implemented:

e IDLE: a single nibble command that indicated that the Conrtrtdrface was idle

e READ: a 5-nibble command that requested that a bus read apei@t a 16-bit address be
performed

e WRITE: a 16-nibble command that requested a bus write to the slad included a 16-bit
address, a 32-bit data word and a byte-enable signal to supge addressing

e BULKREAD: a 7-nibble command that requested up to 256 reams fx single address on the
slave and included a 16-bit address and 8-bit read count.

e BULKSWEEP: a 7-nibble command that requested up to 256 reads & contiguous slave
memory area and included a 16-bit address and an 8-bit read.co

e RESET: a single nibble command that issued a reset on the\slsBone bus

The following slave responses were implemented:

¢ IDLE: a single nibble response that indicated that the Coirtterface was idle

READ: a 9-nibble response that returned the result of a reath@nd and included a 32-bit
data word

WRITE: a single nibble response that indicated that a writernarmd had been completed

BULK: a variable length response that returned the dataesgd from a BULKREAD or
BULKSWEEP command

IRQ: a single nibble response that indicated the CI slave reduaittention
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A typical read command experienced 32 cycles of latérmmying to the retiming introduced in cross-
ing clock domains and the serialization and deserialinatiecessary for operating the serial control
link. This equated to a 12.5% efficiency on the return data liFhis would have been sufficient for
control operations for which performance was not critiddbwever, this efficiency, while reading
arrays of values out of slave elements, such as DSP stractuoelld most likely have proved insuf-
ficient. For this reason the bulk read transfers were impigatk These commands had an efficiency
that could be calculated:

e=8xB/(34+ 8% B)

wheree was the response data efficiency dnavas the bulk length. With the maximum bulk length
of 256 transfers, the efficiency of the bus equalled 98.3%.

4.2.6 Source-Synchronous Interface Training

Virtex-4 FPGASs included resources called ISerDes and O&griwvhich were designed for serial
source synchronous communication. They supported high rdéts, allowing the FPGA fabric to
operate up to 10 times more slowly than the serial I/O ratechB&erDes module included a 64-
tap Delay-Locked Loop[DLL], which allowed the input datalie delayed up to 4.6 nanoseconds,
and a bitslip sub-module, which implemented a barrel-giifthe input word. [10] These features
enabled the user to perform training on the input data, atigwery narrow logic windows and,
hence, facilitating higher data-rates. These interfacefdcalso negate the need for length matching
across busses, as the time delay of the line could be contperfsa using the delay elements.

The training scheme implemented on the Control Interfacelargely based on the work presented
in the Xilinx reference design: Dynamic Phase AlignmentN@tworking Applications.[11] When
training was initiated, the transmitter outputted a fixexdnting word that was serialized, transmitted
and then de-serialized by the receiver. The received paratird was then used to establish bit-
alignment and word-alignment. Bit-alignment refers to gelg the input data, so that the input
buffer is sampled at what would be the most open point of theye. Word alignment refers to
shifting the bit-aligned training word, so that expectearting word is received.

The bit-alignment operation is summarized in Figure 13. fEeeiver started training by incrementing
the delay of the input serial data until the received paraltad changed to a shifted version of the
training word. This check was required to ignore false valimat occurred when the input data was
sampled on the bit transitions. After a valid change had legected, another change was sought
by incrementing the delay. However, during this searchgdtlay increments were counted, as were
the invalid words. Once the next valid change had been fotneddelay was reversed by half the
accumulated delay, less half the number of invalid wordeentered during the search. This ensured

lvalue establish using Verilog simulations
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System initializes with unknown bit alignment. Incoming signal is then
delayed until a valid word change is detected.

Once the next valid word is detected the delay is increased further
with the delay increments counted in variable C.

Figure 13: Control interface bit alignment

that the bit was sampled as close to the most stable poinityi@skn order to establish bit-alignment,
the training word had to include at least one bit transition.

Once the input parallel word had been bit-aligned, wordratient was implemented by shifting the
input word, using the bitslip modules, until it matched tharting word. In order for this operation
to work, the N-bit training word had to be unique when comgdeeitself, circularly shifted by 1 up
to N - 1, where N was the bit width of the training word.

4.2.7 SelectMap

The SelectMap interface was implemented as a very simplaB¥dise module. The module included
registers that had their outputs directly tied to all SéWagt lines. This necessitated a bit-banging
protocol in the software, involving manually toggling ckpclata and control lines.
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4.2.8 OpenCores SPI andiC Masters

Two OpenCores communications modules were used in the XCC dlentgateware: an SPI mas-
ter controller and ard?C' master controller. The SPI module was intended to be usedcisa the
SDCard in SPI mode. SPI mode was the slowest means of accé&d3igrds, but was an attrac-
tive option, owing to its simplicity to implement. If addithal performance had been required, a
fully-featured SDCard controller would have been needece IPld' master was a well-established
OpenCores module and supported 7- and 13-bit addressingsiitration and interrupts.

4.2.9 Direct Memory Access Module

The efficiency of accessing registers on the PLB bus from tHé @W&s too low to operate the Ethernet
link beyond 10 Mbpg. A Direct Memory Access [DMA] PLB bus master would have beeguieed

to achieve the full 1 Gbps. The Xilinx PLB Ethernet controlfied the option to include a Scatter-
Gather DMA engine in the controller itself. However, thigiop used almost a third of the FX12's

slices, which made it impossible to fit all the required logitto the device. A custom light-weight

DMA engine would have needed to be developed to achievenpeafice on the PLB bus. Owing to

time constraints, this was not achieved during the coursieegbroject and is recommended for future
work.

4.2.10 Pre-Integration Testing and Results

The XCC controller gateware was tested, using a developnuartiralled the Avnet Mini-Module
Baseboard. This board included a USB serial port, which was & establish communications
between a host PC and the FPGA. Carabas, the bootloader pesgddg Marc Welz, was modified to
include test routines that allowed the functionality ofigas modules to be established. The Control
Interface was tested by looping back GPIO LVDS pairs on thesld@ment board to simulate real
control interface data pairs. This allowed the controlrfatee master, slave and training to be tested
on the FPGA.

4.3 XCC Communications FPGAS
4.3.1 Design Overview

The interfaces into each communications FPGA are showrgur&il4. XDM functionality required
each Communication FPGA to transmit incoming data from thdRxddached to the XMC slot to

2Established by KAT members working on the Avnet module
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Figure 14. XCC Communications FPGA Interfaces

the 10 Gigabit Ethernet interface. However, at the time efdbmpletion of this project, no XDR
cards were available. As a result, the XMC interface, altficiully developed, was untested and thus
will not be presented. In its place, a dummy XMC module wastiged to simulate data out of this
interface and was included in the Communication FPGA gatewar

The design of the Communications FPGA gateware is shown iar€i@5. The control interface
to WishBone bridge provided the controller with access tordgsters of the WishBone slaves.
Two types of Ten Gigabit communications modules were useXAldl controller and a 10 Gigabit
Ethernet controller. The XAUI controller was a simpler mtegjwhich allowed only point-to-point
communications, and was designed for testing purposesld agabit Ethernet controller generated
true Ethernet and UDP packets and could be used through camatreetwork switches. The System
Block was a basic module that performed miscellaneous tagkh, as storing revision information.

4.3.2 XAUI Pipe

Figure 16 illustrates the various functional layers of 1068, with reference to their equivalent
layer in the OSI model. 10GBase-X is a set of Ten Gigabit E#tgurotocols that implements 8B/10B
encoding. The communications may operate as either optaramissions, as in 10GBase-LX, or
electrical transmissions, as in 10GBase-CX4.[12]

The Physical Coding Sublayer [PCS] and Physical Media AttactiniPMA] layers were imple-
mented on the Xilinx MGTs. The PCS layer implemented 8B/10Bdmyg, which was an encoding
scheme that provided the following features: [13]

e Generation of DC-balanced outputs

39



For Testing
|

Virtex-4 MGTs
Multi-Gigabit
SERDES logic

v

Virtex-4 ISerDes/OSerdes
FPGA Resources
for Source Synchronous
Communication

“Untested

Virtex-4 ISerDes
FPGA Resources
for Source Synchronous
Communication

KEY:

. External 10 -4¢» OpenCores WishBone Bus

D Internal FPGA Peripherals
. User Defined Modules

Figure 15: XCC Communications FPGA Gateware Block Diagram

40




LAN
CSMA/CD
LAYERS

| HIGHER LAYERS I

osl
REFERENCE / LLC—LOGICAL LINK CONTROL
MODEL
LAYERS / MAC CONTROL (OPTIONAL)
/ MAC
APPLICATION
/ RECONCILIATION

PRESENTATION ’ !

SESSION /o .
Optional XGMII
Extender

~—

/
TRANSPORT | /

NETWORK

! PCS
DATALINK |/ PMA PHY
PHYSICAL i
MDI —»
MEDIUM -
10 Gbrs
MAG = MEDIA ACCESS CONTROL PMA = PHYSICAL MEDIUM ATTACHMENT
MDI = MEDIUM DEPENDENT INTERFACE PMD = PHYSICAL MEDIUM DEPENDENT
PCS = PHYSICAL CODING SUBLAYER XAUI = 10 GIGABIT ATTACHMENT UNIT INTERFACE
PHY = PHYSICAL LAYER DEVICE XGMIl = 10 GIGABIT MEDIA INDEPENDENT INTERFACE

XGXS = XGMII EXTENDER SUBLAYER

Figure 16: XAUI on the Ten Gigabit Ethernet OSI stack[12]

e Support of byte alignment

e Sufficient bit transitions to allow a receiver Phase-Lockedp [PLL] to lock on to the incom-
ing data source

The MGTs also supported clock correction and lane-to-lgnelsonization.[8]

The function of the XAUI controller was to map incoming XGMdle bytes into combinations of
idle sequences that facilitated clock correction, lanét® synchronization and byte alignment. In
the design, this function was performed by a XAUI controlieicore provided by Xilinx. [12]

The XAUI Pipe module provided a simple 64-bit data read anilewnterface that chanelled data
to the XAUI controller. It did not perform Cyclic Redundancy ©ke [CRCs] and other features
implemented by a MAC. This interface was suitable for simplgks, such as those required for
testing the performance of the Ten Gigabit Ethernet.

4.3.3 UCB Ten Gigabit Ethernet Controller

The signal processing and electronics research group bfritversity of Berkeley, California, CASPER,
had released a Ten Gigabit Ethernet controller, which wapted for this project. The controller was
written in VHDL, included a MAC and used the Xilinx XAUI cordlier. 1t was designed for Xilinx
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Virtex-II pro devices and had to be adapted to the Virtexehaecture. Furthermore, it included a
PLB interface, which had to be converted to a WishBone interfa

The module had the following key features:

e Two data interfaces, one accessible through the bus attthamd one through the FPGA
fabric

e Automated UDP packet generation through the fabric interfa

e Address Resolution Protocol [ARP] support on the fabric fiats

The Virtex-4 MGTs included dedicated silicon that impleeehCRC generation and validating. This
feature was not used in the adapted controller. Howeveh#d been utilized, a substantial saving in
FPGA resources would have resulted. It is recommended iséd for future work.

4.4 Conclusion

This chapter described the gateware design for all four F&@#Athe XCC. A test-oriented approach
to HDL development was used, with the goal of creating anraated verification and build system.
Where possible, automated test infrastructure was dewtligpell HDL modules.

The XCC Power Supervisor gateware design included the follpfeatures:

e A power-sequencing engine

Automatic power-downs for voltage, temperature or curtleréshold violations

A 300 kb ring buffer of ADC samples for history analysis

A flash memory backup of the ring buffer for crash analysis

Serial Universal Asynchronous Receiver/Transmitter [UARTAI2C slave interfaces for com-
munications

A conditional JTAG forwarding module for selectively dibtiting the JTAG chain

The gateware for the XCC Power Supervisor was tested on agpexeht board.

The Xilinx Virtex-4 FX12 FPGA included a PowerPC procesdmattconnects to the configurable
FPGA fabric. The primary function of the XCC Controller gateavavas to provide the software
running on the processor with peripherals to perform contmmnitoring and configuration tasks.
The following gateware elements were attached to the memayyof the PowerPC:
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ROM, containing code programmed at FPGA configuration time

DDR SDRAM and flash memory controllers

OpenCored?2C and SPI controllers

A High-speed control interface master

A SelectMAP controller for programming FPGAs

The XCC Controller gateware was tested, using an Avnet FX12-Module Baseboard.

The communications FPGA included three modules:

¢ A high performance, source synchronous control interféaeecontroller
¢ Aten Gigabit Ethernet controller with a WishBone interface

e A simulated XMC interface, connected to the ten Gigabit BEteemodule
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5 System Verification and Performance

This chapter described the testing procedures and penfmenat the XCC hardware and gateware.

5.1 Bringing up the board
5.1.1 Power up tests

The first powering up of the board was executed very carefollgrevent possible damage to the
components, owing to manufacturing or design error. Thexersl tests were performed without the
power switched on.

The first test carried out off-line was the measurement ofrtipedance between ground and power
supply traces. The idea behind this test was to isolate arsthéirt circuits that might have occurred.
A multimeter was used to perform these tests and no shaitsrwere found.

The next test involved checking the power supply connect@wing to the absence of a Compact
PXI Express backplane during testing, the ATX power suppdg the only power connector tested.
It was found that the pin-ordering on the connector was ir@r This problem was circumvented by
modifying a standard ATX supply cable to match the incorpactassignments on the ATX connector.

5.1.2 Auxiliary Power

The power management circuitry ran off an always-on 5V @ryilpower supply. This circuitry was
tested, using a current-limited power supply. Once thelanyisupply had been switched on, the two
regulated auxiliary voltages were measured and were faubd torrect.

Once it had been established that the power supply for thel &cision FPGA was functioning, the
device was configured, using JTAG, with a LED flashing tesis Worked as expected. The Power-
On Reset [POR] circuit for the Fusion device was also tested.réset was generated from the output
of the Fusion FPGAGOOD signal. Figure 17 shows the measesgbnse of the POR. This response
generated a reliable reset condition after power-up.

5.1.3 Full Power

Once the Actel Fusion FPGA was working, the FET gate driveesewused to switch on the full
power. Trouble was encountered with switching on the ATX eosupply. The supply would shut
itself down if the 3.3V power was unloaded when powered ons Was most likely due to minimum
power requirements on the supply. A simple circumventidwesbthis problem: the 3.3V supply was
switched on after the 12V and 5V supplies. The precise caube problem was not investigated, as
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Figure 17: Actel Fusion Power-On Reset

the ATX power was for bench operation only. The VTrack signahe 2.5V power supply had been
incorrectly passed through a FET switch and this causedaderpsupply chain to fail. The FET was
bypassed with a wire and the problem was resolved.

The measured power supply voltages are summarized in Tahl& ZAll supplies listed in the table
met the requirements specified by their target devices. Mexvthere was a problem with the DDR2
termination voltage supply. This device had its feedbaakneation incorrectly tied to the 0.9V
reference voltage, rather than to the termination voltagkthis caused the termination output to hit
the 2.5V supply rail. This problem could have been resolvweddvering the offending trace and
using a wire to connect the termination voltage to the feeklbgut. This was not done as the DDR2
memory was not tested.

5.2 Power Supervisor Testing

5.2.1 Serial Communications

A loopback test was performed in order to establish thelviia of the serial port. During this test,
the two GPIO pins connected to the Fusion FPGA were attaadhadserial port on a PC, using an
external RS232 level conversion circuit to convert the LVTvidltage levels to those compatible with
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Table 3: Power supply performance summary
| Supply Name| Measured Voltage [V] Device Recommended Range [V]

3V3 AUX 3.290 2.97 10 3.63¢
1V5 AUX 1.560 1.425t0 1.57%3
2V5 2.518 2.3751t02.623
1v8 1.797 1.7t01.9
1V5 1.489 1.14t0 1.578
1v2 1.197 1.14101.26
1V2 MGT 0 1.204 1.14101.26
1V2 MGT 1 1.207 1.14101.26

aActel Fusion Datasheet
bXilinx Virtex-4 Datasheet
¢JEDEC DDR2 SDRAM Specification

RS232. A megabyte of random values was transferred at a rate5@00 BAUD from the PC to the
board, which returned the data to the PC, where it was storeéd¢@mpared to the original data. It
was found that no errors had occurred.

The next test involved programming the Actel with the fultey@are as described in Chapter 4. The
communications into the final gateware over the serial porked reasonably well, very occasionally
losing commands. This minor problem was not investigatethaserial port was for testing purposes
only. I?C was the primary mode of communication between the contraltel the XCC Power
Supervisor and this worked without error. [This indicatkdttthe lost commands in the serial port
mode were due to the UART used.]

5.2.2 Analogue Block Performance

The performance of the voltage monitoring of the analogoelblogic is summarized in Table 5.2.2.

The errors presented in the table represent the variatn fralues measured using a multimeter.
The variable offset errors can probably be attributed toRigion prescaler circuitry. The accuracy
achieved would be adequate for most applications. Howdvarrther accuracy were required, a

calibration scheme should be implemented to minimize tlees®@s. The Actel Fusion Handbook

describes in detail how this can be achieved.[7]

The current and temperature measurement were implemertedectly in the XCC Power Super-
visor gateware. This was due to the incorrect handling ottireent and temperature strobes in the
Fusion analogue block. The solution to this problem woutfine a redesign of the ADC controller
and is recommended for future work.
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Table 4: Fusion Voltage Monitoring Performance
| Supply Name| Measured Voltage [V] Error [%)] |

5V AUX 5.017 0.26
1V5 AUX 1.439 3.5
12v 11.89 1.86
5V 4.967 2.71
3Vv3 3.292 0.77
2V5 2.503 0.60
1v8 1.768 1.63
1V5 1.439 3.5
1v2 1.151 4.02
wedyetxEl wedyetxEl xefOSp wedptxl2
- file 7 --- - file 7 --- - file 7 --- - file 7 ---

TD

Figure 18: XCC JTAG chain using Fusion JTAG forwarding asespnted by Xilinx Impact tool

5.2.3 Board JTAG

The board JTAG for programming the Xilinx devices on the XCGween tested. The board JTAG
connector had been soldered on to the board backwards, eevargambiguous symbol on the PCB
silkscreen. The manufacturers should be notified of thiblpra should further boards be assembled.

The JTAG pins of the controller modules had been incorrems$lyigned on the schematic, but this
caused no problems, as the 1/O allocation on the Fusion el@adald be adapted in compensation.
Figure 18 illustrates the JTAG chain as represented by Xdiimpact software. It shows both FX60s,
the FX12 and the controller module PROM.

5.3 Controller Module Testing

The serial port used the same external RS232 circuitry asub®ifi device. This communication

mechanism between host PC and the software running on th2 w¥ked without error. The exter-

nal RS232 circuitry could have been included on the board,s#sial console is a useful means of
communication. Thé2C master gateware and software worked without error.
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5.4 Communications FPGA Testing

JTAG programming of the Communications FPGAs worked as dgded he SelectMap configura-
tion interface was untested, owing to the software natuteeproblem.

There was a problem with the 200 MHz clock generation circlitte LVDS output on one of the
pairs of the Texas Instruments clock multiplier demonstitad DC bias in its voltage swing. The
cause of this problem was not investigated as the contreifacte clock could be used in place of the
200 MHz clock.

5.5 Control Interface

The interface was tested by issuing’ write and read commands. This amounted to a total of 10.6
Gb of data without error, a BER of less thanr1°.

The test took 520 seconds to complete, which equated toarpehce of 20 Mbps. This performance
was far lower than the 157 Mbps expected and could have béaeneged by the following:

e Latency in the SerDes
e Poor Bus performance, owing to the PLB to WishBone bridge

e Software test routine overhead

The likely cause of the poor performance was high bus ovelebhis problem could be alleviated
by introducing a DMA module or by optimizing the PLB to WishBohridge.

5.6 Ten Gigabit Ethernet Testing
5.6.1 Eye Diagram Measurement

During this test, one of the FX60 FPGAs was configured to trana counter over the Ten Gigabit

Ethernet links, using the XAUI Pipe module. The signals wieaesmitted over both 1m and 5m

cables. A 8 GHz differential probe was soldered to a modified €¥nnector, which connected to

the receiving end of the cable. A Tektronix DSA 70804 diggatial analyzer was used to analyze
the incoming digital signal.

Figure 19 shows the eye diagram, as measured by the digital aealyzer over both 1m and 5m
cables. The results indicated that 5m was close to the mawioable length that could be utilized.
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Figure 19: Ten Gigabit Ethernet eye diagram achieved oveftdp) and 5m (bottom) cables
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5.6.2 Bit Error Rate Testing

The BER test was performed by connecting a 5m CX4 cable betweetwb Ten Gigabit Ethernet
ports on the XCC. The XAUI Pipe module was used to transmit ateowt close to 10 Gbps. This
test showed no error when transmitting more than 10 terabdata, a BER of less thait)—!3.

5.6.3 Communications with a Myricom Ten Gigabit Ethernet Card

A test was necessary to validate that the Ten Gigabit Etheméhe XCC could operate correctly
when communicating with commercial Ten Gigabit Ethernehtelogy. This was done by using the
UCB Ten Gigabit Ethernet controller to transmit UDP packeta tMyricom Ten Gigabit Ethernet
PCI Express network adapter, which was plugged into a DelldPGdge 1950 server.

The network performance was measured using a tool cgiteaf on a Debian Linux system. The
tool reported a maximum sustained data rate of 7.5 Gbps,hwhés limited by the performance of
the server.

5.7 Electromagnetic Radiation Testing

The Compact PCI architecture specifies the use of mezzanide ttet plug in above their host cards.
This can lead to increased EM radiation pickup on the dauglatels from the base card. For this
reason, the radiation emitted from elements on the XCC wastigated.

The radiation was measured using a 15cm dipole antenndaetbé@cm away from the source under
investigation. The analogue signal was sampled and arthlyseng a Tektronix DPO 7254 oscillo-

scope. It was found that the primary source of radiation WwasAvnet controller module. Figure 20

shows the spectral power of the measured radiation withekiee both off and on. The EM radiation

from the controller module caused signals to be receivedarerthan 20dB from the noise floor. It

is likely that this radiation would be picked-up by an ADC b tmezzanine card. The full extent of
this problem should be investigated, using data recordimg fan attached ADC module.

5.8 Thermal Observations

Low-profile heatsinks were connected to the FX12 and bothGFRBGAS during testing. Without
airflow, the FX12 became too hot to touch and the two FX60s mecslightly warmer than room
temperature. A small PC power-supply fan was used to blow\ar the heatsinks, which lowered
their temperatures to room temperature.
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Figure 20: Power Spectral Density of EM radiation from AvRi12 Module
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Given that the FX60 FPGAs were only 15% utilized and that tkezanine cards would both generate
heat and obstruct airflow, it is certain that further invgstion into the cooling requirements of the
final system would be necessary.

5.9 Conclusion

This chapter describes the testing and verification praesdand reports on the board performance.

The first tests were carried out with the power off-line. Tdggluded short circuit and power supply
connector pinout checks. It became evident that the benck gdwer supply connector had the
incorrect pin-ordering. A standard ATX power supply was ified to overcome this problem.

The next set of tests were carried out on current-limitedlaumy power. All three supplies derived
from the auxiliary power worked as anticipated. The Actesibn FPGA was then programmed
with a LED flasher gateware image, and this worked as antaibal he Power-on Reset [POR] was
checked and found to reliably reset the FPGA.

Next, the full power was tested. The gate drivers of the AEtedion device successfully switched
on the power from the ATX supply. All power supplies met thguieed specifications, with the

exception of the DDR2 termination supply, which, owing to hesuatic error, failed to work. This

supply was left disabled, as the DDR2 memory was not requoedDM.

The XCC Power Supervisor was tested, using a serial port thatannected to GPIO via an external
RS232 level converter. There were minor reliability proldenith the serial UART. These were not
investigated, because the serial port was intended forgigig purposes only.

The accuracy of the Actel ADC was then tested. The performavas measured by comparing the
voltages obtained from the ADC to those measured by a mukim&@he ADC measurements had
between 0.2 and 4% fixed offset error, and calibration woelddguired for improved accuracy. The
current and temperature monitoring was implemented iectisr and did not work. The solving of
this problem would involve a redesign of the XCC Power Sugenvand is recommended for future
work. The JTAG forwarding worked once the incorrect pin @lbons of the Avnet Module had been
compensated for: Each of the FPGAs on the JTAG chain coulddgggammed.

The XCC Controller was tested, using embedded software rgramrthe PowerPC. Communications
with the software were established, using the same RS23PRdemeerter system as had been used
previously. No errors were observed on this serial port. THé connection between the XCC
Controller and the XCC Power Supervisor worked reliably, witherrors encountered. The control
interface was tested and showed no error when transfegingigabits of data. This equates to a Bit
Error Ratio [BER] of less tham0—1°.

Eye diagrams for the Ten Gigabit Ethernet were measured asliektronix DSA 70804 digital serial
analyzer and were sufficiently open at cable lengths of 5eseffhe next test involved transmitting
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a counter from one Ten Gigabit Ethernet link to the other ametking that the output remained a
glitch-free counter. No errors were encountered over the&lohe when transmitting over ten terabits
of data, which amounted to a BER of less than'3. The final Ten Gigabit Ethernet test involved
using a Ten Gigabit Ethernet core to transmit UDP packetsMyr@com network adaptor, plugged
into a Dell server. The link was found to operate up to 7.5 Ghpbwas limited by the performance
of the server.
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6 Conclusions and Further Work

This chapter presents the conclusions of the project baseleoresults and performance achieved
of the designed system. Of particular interest is to whagrexthe project requirements, as set out
in Chapter 2, were met. Also presented in this chapter arememmdations for further work, which
will either improve the performance of the board or will teEments on the board that were untested
at the conclusion of this project. This section also presdesign ideas for future revisions of the
board.

6.1 Conclusions

The primary goal of this project was to develop a hardwarégia that, when integrated into the
XDM DBE subsystem, would satisfy all relevant requiremeiitsvas shown during the testing and
verification phase that this was achieved. The board peddrafl the necessary functions for XDM
after a number of minor hardware modifications were made.

The goal of mitigating risk for future KAT design iteratiom&s also achieved. This was the first hard-
ware project completed by the DBE subsystem and provided paramity to understand the risks
associated with designing and manufacturing high-spegthtihardware. Also, several technologies
that would be used in future DBE designs were investigatedséiosvn to work. These included
technology such as Ten Gigabit Ethernet and Actel FusionA-&ghutions.

Unfortunately, two central hardware elements were unalbalat the time of the completion of this
project: an XMC slave card and a PXI backplane. This mearttita functional requirements of
the system could not be met. The XMC interface, althoughatete was electrically similar to the
control interface. Thus, it was presumed that this interfaould function optimally. However, the
backplane-related circuitry performance remained uagert

The scope of this project included the development of hareywgateware and test software to verify
the XCC performance and to achieve XDM functionality. Selvgedeware and hardware elements
were left untested, owing to time constraints. The inconeptasks are summarized in the Further
Work section.

The system included several schematic, layout and gatesmames. All the problems encountered are
summarized in Appendix C. Included in this summary are the@sed or implemented solutions.

6.2 Further Work
6.2.1 Untested Hardware

The following hardware was untested:
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Backplane power and power management

Backplane clock and synchronization buffering and distrdsu

Various XMC related items

DDR2 Memory

miniSD Card connection

6.2.2 Untested Gateware

The following gateware had been developed but was untested:

e OpenCores SPI controller
e SelectMap FPGA configuration controller

¢ XMC interface controller

6.2.3 Performance Optimization Tasks
The following tasks are required to improve the performavfdbe board:

¢ A light-weight DMA module would greatly improve the perfoamce of software on the XCC
Controller.

e The Ten Gigabit Ethernet Controller should be modified to heeGRC logic on the MGTSs.

6.3 Design Improvement

Should a revision of the XCC occur, the following design imy@ments are recommended:

e The 200 MHz clock generation for the FX60s should be simpliig using a 200 MHz clock
oscillator in place of the 25 MHz oscillator and mixer.

e An RS232 voltage level conversion chip should be includedherbbard to support serial ports
for the controller and the power supervisor, thus negatiegieed for external circuitry.

e The unused MGTSs on the Virtex-4 should be used to supportaiti@ahl four CX4 ports. This
would require a ATCA style rear transition module to connec¢he back of the card, to provide
space for the connectors. This card should also include a €dX@#er chips if support for 15
metre cables is required.
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Appendix A: Contents of Attached CD

The attached CDROM includes material relevant to this thésis could not be presented in the
appendices. This includes schematics, layout files, maturfag information and source-codes.
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Appendix B: HyperLynx Simulation Results

SelectMap

The SelectMap bus connected the controller to FPGAs on the X@Con XMC cards. The post-
layout, simulated performance of the buffered, thevenimiieation clock line, using the slowest
Xilinx Virtex-4 slew rate:

25

cclk edge ——

Voltage [V]

1 1 1 1 1 1 1 1 1 1
0 1e-08 2e-08 3e-08 4e-08 5e-08 6e-08 7e-08 8e-08 9e-08 1e-07 1.1e-07
Time [s]

The post-layout, simulated performance of the unbuffeedd tine, using the slowest Xilinx Virtex-4
slew rate:

25 T T
Data edge ——

Voltage [V]

1 1 1 1 1 1 1 1 1 1
0 2e-09 4e-09 6e-09 8e-09 1e-08 1.2e-08 1.4e-08 1.6e-08 1.8e-08 2e-08 2.2e-08
Time [s]

12C

The I?C interface connected the controller to power managementegies on the XCC and XMC
cards. The post-layout, simulated performance of the detad SDA line, using the slowest Xilinx
Virtex-4 slew rate:
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SﬁA edge

Voltage [V]

1 . . . . . . . . . .
0 5e-09 1le-08 1.5e-08 2e-08 2.5e-08 3e-08 3.5e-08 4e-08 4.5e-08 5e-08 5.5e-08
Time [s]

DDR2 Memory

The DDR2 memory interface connected the FX60s to a single DDBRIBIM. The post-layout,
simulated performance of the worst clock line, using a MiacdBdMM simulation model:

bDRZ c\o‘ck edge !

Voltage [V]

. . . . . . . . . .
0 1e-09 2e-09 3e-09 4e-09 5e-09 6e-09 7e-09 8e-09 9e-09 1e-08 1.1e-08
Time [s]

The post-layout, simulated performance of the worst da, lusing a Micron DIMM simulation
model:

DDR2 Data 63 edge .

Voltage [V]
-

0.8

0.6

04

0.2 L L L L L L L L L L
0 le-09 2e-09 3e-09 4e-09 5e-09 6e-09 7e-09 8e-09 9e-09 le-08 1.1e-08

Time [s]
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Control Interface

The Control Interface was a point-to-point, LVDS interfacgvieen the controller and FPGAs on
the XCC and XMC cards. The post-layout, simulated perforraaiche longest line, including the
routing on the XDR:

05 T T T
SN_IDATA_3" ——

04

03+

02

01

Voltage [V]
°

-0.1

-0.2

-03

0.4 F

. . . . . . . . . .
0 1e-09 2009 3e-09 4e-09 5e-09 6e09 7e-09 8e-09 9e-09 1e-08 1.1e-08
Time [s]

XMC

The XMC Interface was a point-to-point, LVDS interface beém the FX60 FPGAs and the FPGAs
on the XMC cards. The post-layout, simulated performandd@efongest line, including the routing
on the XDR:

0.5

T T T
XMC link edge ———

Voltage [V]

1 1 1 1 1 1 1 1 1 1
0 le-09 2e-09 3e-09 4e-09 5e-09 6e-09 7e-09 8e-09 9e-09 1le-08 1.1e-08
Time [s]

XAUI

The XAUI interface was a point-to-point CML interface thahoected to other boards, using a CX4
link. The post-layout, simulated performance of the londjeg, connecting to a 15m transmission
line and back to the XAUI port on the XMC.:
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05

‘L\/DS ecige over >‘<au\ link

04

03

02

01r

ol

Voltage [V]

-0.1 -

-0.2

-0.3

0.4 F

-0.5

. . . . . . . . . .
0 le-09 2e-09 3e-09 4e-09 5e-09 6e-09 7e-09 8e-09 9e-09 le-08 1.1e-08
Time [s]

This result was obtained using a Virtex-4 LVDS simulationdal as no MGT model was available.
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Appendix C: Board Errata

Schematic

e The DDR2 SDRAM termination voltage generation circuit conted¢he VTTSNS signal to the
VTTREF signal when it should have been connected to the VTiasigThis problem could
be solved by severing the connection between VTTSNS and V&t then soldering on a
wire between VTTSNS and VTT.

e The FET switch on the VTrack signal was incorrectly added len 2V5 supply generation
circuit. This problem was solved by removing the offendifglFand soldering a wire between
the VTrack control line and the VTrack on the 2V5 power supply

e The pull-up on the chassis switch was incorrectly pullecta@V3 volts, rather than 3V3
auxiliary. Using an internal weak pull-up on the Fusion proed the intended behaviour.

e The JTAG pins on the Avnet Mini-Module were incorrectly g@gsgd. However, as those signals
connected directly to the Fusion FPGA they could be compeddar accordingly.

e The Control Interface outputs were connected to sites on X&® FPGA that did not support
LVDS outputs. The problem was resolved by swapping the tdomeof the Control Interface
lines on both the FX12 and FX60s.

e The 200 MHz clock generation circuit failed to work, owingan unresolved issue with the
clock multiplier. This circuit was overly complicated andiagle 200 MHz clock oscillator
should have been used.

e The XCC Controller and XCC Power Supervisor required externéd33evel-conversion
circuitry to operate a serial port. A level conversion IC gladchave been included on the XCC
for these interfaces.

Layout

e The ATX power connector had the incorrect PCB symbol. An ATXvposupply cable was
modified to support this connector during testing. It is motended that the backplane power
be used to avoid this problem.

e Both JTAG connectors had the notch on the silkscreen symbigisted opposite to the notch
on the connector. Manufacturers should be made aware giithiidem to avoid the connectors
being soldered on incorrectly.
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Gateware

Final XCC Power Supervisor gateware exhibited occasiorsal & commands when commu-
nicating over the serial port. The cause of this problem wasawn. However, thd?C
interface did not lose commands, which indicated a problétim @ther the UART or the serial
communications with the PC.

The temperature and current monitoring on the XCC Power Sigmerdid not work, owing to
the current and temperature strobes being handled intlgrr&€c solve this problem, the ADC
controller module would need to modified to manage theséa$.o

Bus performance on the XCC Controller gateware was too low fgin diata-rate tasks, such
as one gigabit Ethernet and Control Interface operation.npk DMA controller would be
required to improve this performance.

The Ten Gigabit Ethernet controller did not utilize the CRCidogn the MGTs. The module
should be altered to use this feature. This would save appedgly 5% of slice resources on
the FPGA.

Untested Elements

DDR2 memory hardware

Backplane power, synchronization, timing and power managpem
XMC gateware and hardware

SDCard hardware

SPI controller gateware

SelectMap gateware
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