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Abstract

This dissertation describes the design, implementatiohtesting of the Radar Digital
Unit (RDU), a subsystem for the South African Synthetic Apex Radar Il (SASARII).
The SASARII is an airborne demonstrator SAR system for aedparme SAR and Un-
manned Aerial Vehicle (UAV) imaging radar. The demonstraistem parameters, such
as bandwidth, reflect the desired spaceborne SAR parameters

The Radar Digital Unit contains the following three modules

¢ Digital Pulse Generator (DPG) that outputs a chirp everg®&epetition Interval
(PRI) for transmission

e Sampling Unit (SU), which samples the received IF signalne\rRI, forms a
packet of samples and flight information and sends the p&okstorage

e Timing Unit (TU), which distributes triggers to the SASARIystem every PRI.

Based upon the user requirements, Parsec, a company imi&r&wouth Africa, supplied
generic hardware for the RDU. SASARII firmware was develofmrdeach module at
Parsec under their guidance and support. The testing ofitke modules was conducted
at Parsec and at the Radar Remote Sensing Group.

Each module was tested individually. The following was doded from the test results:
e The DPG firmware and hardware operate to specification
e The SU firmware functions correctly

e The TU firmware simulates correctly. During testing a pdssitardware bug was
found. Parsec, the supplier of the module, was informed tath@uhardware bug.
At time of writing this dissertation the problem had not bseived.
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Nomenclature

SAR—Synthetic Aperture Radar. The SAR technique uses airoragtatellite-mounted
radar to bounce microwave signals off the ground to prodowge data. Both phase
and amplitude of the signal are used, in contrast with caiweal radar, which uses only
amplitude. This allows a larger aperture to be synthesthed,permitting high resolution
images

SASARII—South African Synthetic Aperture Radar Il

RCU—Radar Control Unit

RDU— Radar Digital Unit

RFU—Radio Frequency Unit

FDU—Frequency Distribution Unit

NU—Navigation Unit

PRF—Pulse Repetition Frequency

PRI—Pulse Repetition Interval

IF—Intermediate Frequency

DPG—Digital Pulse Generator

SU—Sampling Unit

TU—Timing Unit

RRSG—Radar and Remote Sensing Group

ADC—Analogue to Digital Converter

DAC—Digital to Analogue Converter

SFDR—Spurious Free Dynamic Range

SNR—Signal to Noise Ratio

ENOB—Effective Number Of Bits

LO—Local Oscillator

GPS—Global Positioning System

IMU —Inertial Measurement Unit

RAID —Redundant Arrays of Inexpensive Disk. RAID is the use oftipld hard disk
drives in an array that behaves in most respects like a siagi¢arge disk

|— In-phase

Xii



Q—Quadrature

FPGA—Field Programmable Gate Array. FPGA is a device providirgrge array of
configurable logic building blocks and configurable routimiggrconnects for implement-
ing logic designs

ZBT—Zero Bus Turnaround. ZBT is a synchronous fast SRAM designesliminate
dead bus cycles during back-to-back read/write and weidelicycles

DMA —Direct Memory Access

PCl—Peripheral Component Interface

FFT—Fast Fourier Transform. FFT is a mathematical algorithnctmverting time do-
main data into frequency domain data

|O— Input Output

NCO—Numerically Controlled Oscillator. NCO is a lookup tabestored in memory
containing a sinusoid, the memory pointer is incrementethi@isample rate outputting
the digital sinusoid which can be used to down convert or uwed a signal

SCSI—Small Computer System Interface. SCSI is a protocol whidvides a standard
means for transferring data between devices on a compuser bu

IDE—Integrated Drive Electronics. IDE is a standard interfeameconnecting storage
devices such as hard disks drives inside PCs

MSPS—Mega Samples Per Second

PMC—PCI Mezzanine Card. PMC is the standard which combinesldutrieal charac-
teristics of the PCI| Bus with the mechanical dimensions ef@Gommon Mezzanine Card.
This allows products to act as PCI bus cards but in a more conapa robust form.

PECL—Positive referenced Emitter Coupled Logic. Is a high spéiffeérential sig-
nalling standard

RAM —Random Access Memory
PLD—Programmable Logic Device
FIFO—First In First Out

JTAG —Joint Test Action Group. JTAG is a IEEE 1149.1 compatiblermary scan
access port for printed circuit board-level continuity ahagnostic testing of the device
in which all digital input and output pins are tested

Xiii



Chapter 1

Introduction

1.1 Project Background

This dissertation focuses on the digital system for the [s@ditican Synthetic Aperture
Radar Il (SASARII). The SASARII is an X-Band airborne SAR,ialnis scheduled to fly
in September 2004. It is a technology demonstrator for asdpaoe SAR and Unmanned
Aerial Vehicle (UAV) imaging radar. A consortium was formetth SunSpace, Kentron
and the Radar Remote Sensing Group (RRSG) from the Uniy@fsitape Town (UCT)
as the main members. The aim of the consortium was to showSihah Africa has
the ability to design and build a high resolution X-band imnggadar. Kentron, a local
developer of defence systems, sponsored this project beazutheir interest in UAV
SAR. SunSpace, a company in Stellenbosch, South Africatatsk an active role in the
SASARII project. Quoting Mr. Martin Jacobs from SunSpace Eroject Manager for
the SASARII Project:

“SunSpace is active in the development of complex systemsfyding satellite technol-
ogy. To date SunSpace has focused on high-resolution bjtiagers as their main earth
observation payloads. Yet SunSpace has recognised a gromiisation awareness of
and need for SAR imagers.

As a first step towards addressing these needs, SunSpachdaua SAR Technology
Project. The aim being to consolidate and develop the Sofitikah SAR capability
with SunSpace’s ability to deploy these systems on sasliind UAV platforms. The
technical capability and manpower development of the UQRaslar Remote Sensing
Group is considered core to the success of this initiative.

The 2003 Technology Project comprises several componanisding:

e Simulations and evaluation of SAR processors
e Applications studies

e An X-band airborne demonstrator.



The prime objectives of the airborne demonstrator projext a

e To demonstrate a consolidated South African SAR abilityhtolbcal and interna-
tional communities, by generating high quality images wiouth African X-band
demonstrator

e To identify and mitigate risks associated with a satelldglpad, by first building
an airborne SAR.

The initial choices of the airborne parameters, such aswiaitiodl and centre frequency,
are aligned with technology that can be deployed on a miatellge SAR, which appears
to follow a general trend toward high bandwidth X-band syst&

The SASARII system is comprised of smaller subsystems. Babkystem has a spe-
cific task. The Radar Digital Unit (RDU) is such a subsystend & acts as the digital
system or data acquisition system for the SASARII projette @esign, implementation
and testing of the RDU will be described in this dissertatidihne RDU consists of the
following modules: Digital Pulse Generator (DPG), Samglunit (SU) and the Timing
Unit (TU). The DPG generates the chirp for the SASARII systdihe SU samples the
received signal and stores the data on a PC. The TU genehnategtessary triggers for
the SASARII system.

1.2 User Requirements

The following user requirements were specified for the DPG:

e The Pulse Repetition Frequency (PRF) was specified by threagsE850 < PRF <
3100

e Bandwidth of the chirp must be 100 MHz
e Pulse Length T is specified ag8< T < Sus

e The DPG module must be capable of accepting an external alodlexternal trig-
ger. The clock and trigger must be synchronous to the systeok ¢o ensure
coherence

e The clock and trigger jitter may not be greater than an eighthe smallest period
at the input of the Analogue to Digital Converter (ADC).

The following user requirements were specified for the SU:

e The PRF was specified by the user as 1850 < PRF < 3100

e The input bandwidth to the Sampling Unit will be 100 MHz

2



e 16K real samples or 8K quadrature samples are required e Repetition Inter-
val (PRI)

e The Sampling Unit must be capable of accepting an exteromakchnd external
trigger. The clock and trigger must be synchronous to théegy€lock to ensure
coherence

e IF Sampling will be used in the SASARII system as Basebandfagiusing
the Direct Conversion method to acquire inphase and quaéraignals introduces
non-linear amplitude and phase mismatch in alternate &iann

e The minimum required resolution of the Analogue to Digitain@erters is 8-bits

e The clock and trigger jitter may not be greater than an eighthe smallest period
at the input of the ADC.

The following user requirements were specified for the TU:

e All output clocks and triggers must be synchronous to théesyslock to ensure
coherence

e A maximum platform movement accuracy of eighth of a wavellerfgmm) is re-
quired for the platform moving at 150 m/s (540 km/h) in the rAmith Direction.
In other words, we can determine to an eighth of a wavelendjgrevthe aircraft
is at a specific instant. It is essential for correct SAR opanao match sampled
data to position data within a specific accuracy. Therefata éime-stamping in
the Sampling Unit must have a resolution of less thams26

e The PRF of the system will change depending upon the spedwditcraft. An
increase in speed will mean an increase in PRF. The TU muspaectoken and
change system PRF depending upon the value sent.

1.3 Scope and Limitations

This dissertation describes the design, implementatidrtesting of the RDU. The hard-
ware for the RDU was bought from a South African company asSpane required. The
firmware implementation and testing was conducted at Panséat the RRSG, by the
author of the dissertation. The design, implementationtasting of the firmware is also
described herein.

The integration of the RDU in the SASARII system is beyondgbepe of this disserta-
tion. Details of the hardware bought from Parsec will not lentioned, and it is left to
the reader to contact Parsec and request datasheets e&sirddi(some datasheets are
given in the Appendix D). Due to a lack of test equipment thecbuld not be properly
tested.



1.4 Project Overview

Chapter 2: The Background Theory chapter aims to link the user requergs to theory,
and to introduce relevant theoretical concepts. The firstiare gives a basic descrip-
tion of SAR, and there-after it is shown how the system badtwis derived from range
resolution, and how the number of samples captured evelseRRépetition Interval is
calculated. Next we introduce some sampling concepts. @&edtn our user require-
ments, we are to use IF Sampling in the Sampling Unit. A comparof IF Sampling
and Baseband Sampling will thus be given. It will be noted tRaSampling is supe-
rior to Baseband Sampling when clock jitter is kept to a mumm Real Analogue to
Digital Converters generally perform worse in the secondjiNst zone than in the first
Nyquist zone. This reduces the dynamic range of the digits&zgnal, but we do not get
the non-linear amplitude and phase effects caused by DD@utersion.

The following sampling terms will be introduced to the reade
e Spurious Free Dynamic Range (SFDR)
e Signal to Noise Ratio (SNR)

e Effective Number of Bits (ENOB)

e Aperture Jitter.

These terms indicate ADC performance and will be used dudsting to verify correct
operation.

Chapter 3. An overview of the SASARII system will be given, and the was subsys-
tems will be discussed briefly. This prepares the readehfoconcept study that defines
the problem. lllustrated in Figure 1.1 is the SASARII systerel diagram, reflecting the
following subsystems:

e The Radio Frequency UnfRFU) contains both the transceiver and the transceiver
controller. The transmitter performs modulation, ampdifion and filtering of the
signal to obtain the desired X-Band Chirp. The receiver ddutaies, filters and
controls the signal level of the received signal before gampled by the SU. The

transceiver controller controls the various componenthetransmitter and re-
ceiver

e The Frequency Distribution UnifFDU) produces some of the Local Oscillators
(LO) required for X-Band transmission and clocks used bydigéal system. All
LOs and clocks are generated from a 10 MHz stable oscillator

e The Platformis the aircraft, which will carry the SASARII equipment

4
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e The Ground Segmeiprocesses the data that is stored during flight. Digital down
conversion and filtering will produce the required quadmagamples before SAR
processing

e The Radar Control Un{fRCU) is the system controller. It makes mode/state changes
to the system, monitors the system status and changes thed&¥R# upon aircraft
speed, to name but a few

e The Radar Digital Unif(RDU) contains the Sampling Unit, Timing Unit and Digital
Pulse Generator. The RDU is the topic of this dissertation

e The Data Storage Un{DSU) is a server, which will implement RAID 5 to store
the space, time and sampled data

e The Navigation Uni{NU) contains an Inertial Measurement Unit (IMU) and Global
Positioning System (GPS). The data from this unit is stomreé &RAID 5 system
for later processing.

Chapter 4: The Concept Study defines the problem based upon the uséremgnts
and system overview, before moving onto the design phase d&kign is influenced by
the following:

e User Requirements
e The SASARII system architecture
e Hardware cost and availability

e Time until the scheduled flight.

The first section, being the Requirements Analysis, exasritime User Requirements and
draws certain conclusions. Data Rate calculations are mBlde desired sampling rate
is calculated using the Nyquist criterion plus a 10% extrarsampling consideration for
anti-aliasing filtering.

The second section looks at what influence the system actimiéshas on the RDU. The
timing or coherence issue is discussed further, with speai@hasis on the TU and SU.
It is mentioned that all clocks and triggers must be synabwsrto the system clock. In
addition, some sort of time-stamping method will be usedssnaiate the space and time
information with sampled data.

Digital downconversion and digital filtering are also dissed. Since SAR processing
will be done at the ground segment by using the data from tha Brage Unit, down-
conversion and filtering will not be required in the Samplugt.



Limited funding, SunSpace’s request for using “South Adriconly products” and the
small amount of time until flight, steered the RDU design ineatain direction. Two
South African companies who could produce the hardwarenedjwere contacted. Sev-
eral meetings where held between the companies and UCEdarsompany in Pretoria,
was chosen to supply the hardware. The device drivers and/éirenfor the RDU were
to be developed by RRSG.

Chapter 5: The System Design chapter describes the RDU design usisgd®aardware.

The DPG is clocked by the FDU and triggered by the TU. Sampkestared in the Field
Programmable Gate Array (FPGA) present on the module. ThelC are clocked
with on-board | and Q samples, which will be later mixed upR@hd combined to form
the 100 MHz chirp.

The Sampling Unit is clocked by the FDU and triggered by the Rlpacket header

will be generated upon trigger assertion, which containtscal information about the

particular burst. The most important header informatiaiéstime-stamp, which is used
to relate platform position to sampled data. The data paskatffered in ZBT memory

before a DMA transfer begins between the SU and the DatagdJait.

Each trigger sent to the SASARII system from the TU shall lsgused. The timing be-
tween triggers and the method to generate the triggers aceilded. The triggers will be
generated by sending a token to the Timing Unit. The PRF o$yiseem can be updated
via this token. A detailed diagram will illustrate the Parsgstem, with emphasis placed
on the data-flow, clock and trigger paths.

Chapter 6: The Firmware Implementation chapter describes the firrawaplemented

in the DPG, SU and TU. The coding of the firmware modules wa®&brParsec under
their guidance and support. The SU and DPG each contain tvixA&itera FPGAs, and

the TU contains a single APEX FPGA. A total of seven FPGAs vpeogrammed. Due
to the use of multiple high speed clocks in many of the FPGAgaaced firmware coding
practices had to be implemented. A detailed descriptiohbeibiven of the implemented
firmware components and examples of the techniques usedetcame meta-stability
and data corruption shall be discussed.

Chapter 7: The Firmware Testing chapter describes the testing mstbogrocedures
used to ensure the correct operation of the SU, DPG and TUteBtiag of the modules
was conducted at Parsec and the RRSG over a duration of kearths. A lack of test
equipment did not allow for complex testing. Only basicitegttould be done because
of a lack of cables, filters, Compact PCI rack and quality aiggienerators. The results



gained from the testing procedures, indicate the SU and D#&Eate to specification. A
hardware bug was uncovered during testing of the TU. Parsscnatified of the hard-
ware bug and will inform the RRSG when it has been solved.

Chapter 8. Conclusions are based upon the results gathered duringgesrhe user
requirements have been met.



Chapter 2
Background Theory

The aim of this chapter is to link some of our user requiremémtheoretical principles.
Thus, a brief description of Synthetic Aperture Radar (SA€Rgiven fist. We also de-
rive the system bandwidth and the number of samples capéwerg PRI from the range
resolution and slant range. Further, we show that IF Samipreferred to Baseband
Sampling, which is reflected in the user requiremdft:Sampling will be used in the
SASARII system, as Baseband Sampling using the Direct Gamvenethod to acquire
in-phase and quadrature signals, introduces non-lineapktide and phase mismatch

in alternate channelsPerformance measurements and terms, such as Spuriousy-ree D
namic Range (SFDR) and Signal to Noise Ratio (SNR) will beothiced. These will be
used in the testing Chapter 7 to qualify sampling perforreanc

2.1 Synthetic Aperture Radar (SAR) Basics

Imaging Radar is an active illumination system, unlike cgitimaging systems which use
the sun’s illumination to acquire images. Its advantages optical images are its ability
to penetrate cloud cover and to acquire images at night.

The imaging radar system is usually mounted on an aircrafpacecraft above the Earth’s
surface. It emits a radar pulse in a side-looking directromfan antenna. The echo from
the reflected pulse off the Earth’s surface is received bydtar system and digitized to
form raw image data. The ideal side-looking airborne SARngetoy appears in figure

2.1. The swath runs parallel to the flight track.

Pulses with a bandwidti, and centred af, are transmitted at a Pulse Repetition Fre-
quencyf,.;. The received pulses are sampled at a samplingftaising an Analogue to
Digital Converter. The real sampling frequenty> 2B, satisfies the Nyquist criterion.
When direct sampling is used to digitize the received wawvefon-phase () and Quadra-
ture (Q) samples are extracted using signal processingoagtiivhich are described in
section 4.3.

Synthetic Aperture Radar is a coherent system, which mdwaighe phase as well as
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Figure 2.1: Synthetic Aperture Radar Geometry

the amplitude of the returned signal is sampled. Coherenegerm used to describe a
system’s ability to preserve the phase of a received si@23l A SAR system with poor
coherence will produce images that are blurry and unclear.

2.2 Range Resolution and Sampling Bandwidth

“The resolution of the radar in (ground) range is defined asimimum range separation
of two points that can be distinguished as separate by theray$23].

Ground range resolution is given as

C

AR, =————
R 2B, sin 0

whered is the incidence angle arg. is the bandwidth of the transmitted pulse. Figure 2.2
displays a graph illustrating ground range resolution wgiacidence angle for various
system bandwidths.

A system bandwidth of 100 MHz was chosen, as a SASARII sysegmuirement stipu-
lated a ground resolution of 2m. An incidence angl&®fleg will be used to achieve a
2m ground resolution. So we should directly sample at gréage 200 MHz or complex
sample at greater than 100 MHz to satisfy the Nyquist cateri
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Figure 2.2: Ground Range Resolution vs. Incidence Angle
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2.3 Slant Range and Sampling Duration

Slant range resolution is given as

sampling the received signal at a complex frequency,gfslant range bin width can be
written as

C

Ar =
2fad

Since the complex sampling rate is equal to or bigger thasytbem bandwidth, the slant
range bin width is equal to or smaller than the slant rangduéen. The total slant range
width can then be calculated as follows

Rs =N, x AR,

wherelV; is the number of samples captured every PRI. Assuming a sagrfptquency

of greater than 100 MHz, a graph of Slant Range vs. Number wip&ss was plotted,
the results of which are shown in Figure 2.3. A slant rangéiwithe region of 10 km

is desired, and therefore the number of complex samplesireapevery PRI should be
within the region of 8000 samples. To make it easier to potes data (FFTs), 8192
complex samples were specified for capture.

2.4 Sampling Methods

This section describes two sampling methods, Direct Camer(Zero-I1F) and Direct IF
Sampling.

2.4.1 Direct Conversion

The Direct Conversion method is shown in Figure 2.4 [2].

The IF signal is mixed down to baseband, using two mixers witjmals at the same
frequency but with 90 degrees phase difference. Anti-algakwpass filters are used
before sampling. Two ADCs are used for Direct ConversionenoAF.

As a result of a parallel downconversion stage, Direct Crsiwa introduces device mis-
match in the mixers, filters and ADCs, all of which cause plaasgkgain imbalance. Ad-
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ditionally, component parameters change with environaieritects, such as temperature
and humidity, which cause drifts in performance over tinhe[1

2.4.2 Direct IF Sampling

When IF Sampling or Direct Sampling is used in receiver agpions, it eliminates one
or several IF downconversion stages. The ADC replicatesigmal in all Nyquist zones.
Sampling must be greater than twice the bandwidth of theasigh the signal is not

already at baseband, then a Numerically Controlled OsailliNCO) can be used to
digitally downconvert the signal in one of the Nyquist zoridscussed in Chapter 4).
Figure 2.5 illustrates the effect of IF sampling.

Al%w——

3Fsid

Fs |

1st Nyquist 2nd Nyquist 3rd Nyquist
| Fs/d4 | 3Fsi4
0 Fs/? Fs

Figure 2.5: Direct IF Sampling

F, is the sampling frequency. The original signal is at an IF%f. Sampling atF;
replicates the signal in the Nyquist zon&%:. The signal now centred &f can be
digitally downconverted using an NCO.

Direct sampling eliminates many of the undesirable effeatssed by parallel downcon-
version in Zero-IF. Dual Mixers, dual lowpass filters and [dABCs associated with
Zero-IF are replaced with a single high performance ADC,ghg eliminating phase and
gain imbalance caused by parallel channels.

2.5 Sampling Performance Terms

The performance terms introduced in this section will bedusequalify the results ob-
tained during testing.

2.5.1 Spurious Free Dynamic Range (SFDR)

This is the ratio of the signal amplitude to the spurious @@smponent or the highest
harmonic amplitude [3]. When measuring SFDR the input signest be at its allowable
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maximum. SFDR is illustrated in Figure 2.6.

0dB l SIGNAL AMPLITUDE
SPURIOUS-FREE
w DYNAMIC RANGE
g ]
- PEAK HARMONIC
= __— OR SPURIOUS NOISE
NOISE FLOOR

FREQUENCY

Figure 2.6: Spurious Free Dynamic Range [3]

2.5.2 Signal to Noise Ratio (SNR)

This is the ratio of themssignal amplitude to the sum of the rms noise components [4].

SNR = .

>N

The noise level calculation excludes the spurious conteatrhonics of the signal.
2.5.3 Effective Number Of Bits (ENOB)

ENOB is a measurement derived from the Signal to Noise R&{io |

SNR —1.76

ENOB =
6.02

ENOB is a measure of performance given in sampling resalybds). Generally, as the
input frequency increases so the ENOB decreases[3]. Wieesighal to be sampled is
contained in the 2nd Nyquist zone as in IF sampling, the ENGIBgenerally be lower
than sampling at baseband.

2.5.4 Aperture Jitter or Aperture Uncertainty

“Aperture Uncertainty is the sample to sample variatiorn@ €¢ncode process. Aperture
uncertainty has three residual effects: the first an iner@asystem noise, the second an
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uncertainty in the actual phase of the sampled signal itselfthe third is inter-symbol
interference.’[6]

The theoretical SNR for an ADC is given below, where only Apes jitter is taken into
consideration (thermal noise etc. is ignored).

SNR = —20log(2m ft)

wheref is the analogue input frequency ahi$ therms jitter.

As input frequency increases, SNR decreases. This is ther fivajting factor of a direct

IF sampling system. The clock jitter has to be extremely stoajive the desired SNR
(generally several pico seconds). Costly and precise dgsagtices are needed to ensure
pico second jitter specs. The Table 2.1 shows SNR vs. inpgtigncy.

Table 2.1: SNR vs. Input Frequency

SNR (dB) | Freq(MHz) | Jitter (pico) | SNR(dB) | Freq (MHz) | Jitter (pico)
74.5 30 1 54.5 30 10
68.5 60 1 48.75 60 10

65 90 1 45 90 10
62.5 120 1 42.45 120 10
60.5 150 1 40.5 150 10
58.9 180 1 38.93 180 10
57.6 210 1 37.59 210 10
56.4 240 1 36.43 240 10

Consider the case where the jitter is 10 pico seconds. Tlealaééd ENOB for an input
frequency of 150 MHz is 6 bits. So even if you have an ADC withhl#resolution, the
effective resolution is only 6-bit, when clock jitter is 1&p seconds.

2.6 Conclusions

Coherence is a system’s ability to preserve both magnitndgphase. To preserve phase,
we must satisfy the user requiremeait,output clocks and triggers must be synchronous
to the system clockThe system bandwidth and number of samples captured evdry PR
was derived from range resolution and slant range, reimmfgreome of our user require-
ments.

Sampling methods and sampling performance parametersnieyduced. The sampling
method direct IF sampling has the following advantages Bwerct Conversion:

¢ Eliminates parallel downconversion, filtering and sangpktages. Phase and am-
plitude mismatch therefore do not occur between in-phadejaadrature channels
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e Performance is not downgraded due to environmental effsath as temperature
and humidity differences.

Direct IF sampling has the following disadvantages:

e Special design practices must be made to keep clock jitmbinimum, which is
usually costly

e Sampling a signal in the second Nyquist zone generally resittee ENOB.
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Chapter 3

SASARII System Overview

The SASARII system comprises a number of smaller subsystemnibis chapter a brief
description will be given of each subsystem. This will paevthe reader with a general
understanding of system operation. A system level diagsagivien in Figure 3.1 to

illustrate connectivity.

FREQUENCY D.AIA_> DATA STORAGE
DISTRIBUTION UNIT
UNIT
LO CLK
ATA
RADAR _E.x_» NAVIGATION
UNIT UNIT
ATA
TATUS / TATUS /
OMMANDS OMMANDS
RADAR
» CONTROL
UNIT
GROUND PLATFORM POWER SUPPLY
SEGMENT

The Data Storage Unit (DSU) receives data from the Navigati®&nit (NU) and the
Radar Digital Unit. The NU provides position and time measuents, whereas the RDU

Figure 3.1: SASARII System Level diagram
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captures samples from the received pulse. To form imagesst be possible to relate
space and time data to the captured data.

The Frequency Distribution Unit (FDU) supplies clocks te RDU and Local Oscillators
(LO) to the Radar Frequency Unit (RFU).

In order to control the system, the Radar Control Unit (RCWstmeceive space and time
measurements and user commands. Space and time measusreptethie PRF of the

system. An increase in speed will mean an increase in PRkdpaperation the system

will move through various states and modes. The RCU suptiiese commands to the
various subsystems.

3.1 Radio Frequency Unit (RFU)

The Radio Frequency Unit is comprised of the transceivetrotler, transmitter and re-
ceiver.

3.1.1 Transceiver controller

This provides an interface between the transceiver and @i By using an Ethernet
connection. The module contains a Mac and an IP address. Apagé is stored in

memory on the module. An Atmel microcontroller runs softevathich updates the web
page and translates commands which are supplied by the Ri@wé&b page is used to
monitor the transceiver status and modes.

3.1.2 Transmitter

&
]

GENERATOR []

FILTER FILTER FILTER

L]

LO2(1142 MHz) LO3(8 GHz)

LOLI (158 MHz) LO1Q (158 MHz)

FILTER TWT

CIRCULATOR

Figure 3.2: Transmitter Architecture [7]
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Figure 3.2 shows the architecture of the transmitter. Tl denerator outputs In-phase
and Quadrature waveforms which are mixed with an IF In-plaamk Quadrature mod-
ulator that forms the IF chirp of 100 MHz. The signal move®tigh two stages of up

conversion. Filtering removes unwanted noise. The signamplified by the Travelling

Wave Tube (TWT) to produce the high powered X-band chirp.

LO3(8GHz)
FILTER LNA FILTER
R

< % <

3.1.3 Receiver

—

ATTENUATOR ATTENUATOR

LO2(1142MHz)

FILTER ADC

Figure 3.3: Receiver Architecture [8]

Figure 3.3 illustrates the architecture of the receiver.ukse is received every PRI. The
first stage contains the circulator, transmit-receive coment, filter and Low Noise Am-
plifier. The transmit-receive component is used to proteetreceiver when a chirp is
transmitted. The signal passes through two downconvestages. Amplifiers and at-
tenuators are used to set the desired signal level. BefoeetdF sampling, the signal
is passed through a bandpass filter centred at the IF fregwatit a bandwidth of 100
MHz.

3.2 Frequency Distribution Unit (FDU)

The FDU is illustrated in Figure 3.4. A 10 MHz stable oscitiais used to synthesize all
oscillators and clock signals. The clocks are used for ahap#igital circuitry, and the os-
cillators are used to modulate and demodulate. All clockisastillators are synchronous
to the 10 MHz stable oscillator.
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SYNTHESIZER 150 MHz (DPG)
SYNTHESIZER 2 105 MHz(SL))
Figure 3.4: Frequency Distribution Unit [9]
3.3 Platform

The platform is the vehicle on which the SASARII is mounted.siall aircraft used
for weather monitoring shall be the platform (Aero-commam@90). It has an adequate
amount of space, and provision has been made to mount racsalt®rations to the
platform are required.

3.4 Ground Segment

After the flight, raw data stored in the Data Storage Unit acpssed to form the images.
Downconversion and digital filtering are performed beforecpssing to obtain baseband
In-phase and Quadrature samples.

3.5 Radar Control Unit (RCU)

The RCU receives space and time data from the NU. The RCU gsesehe information
and makes PRF changes based upon the calculated speed. Uheaéttors the RFU
via the transceiver controller (Ethernet). The RCU altexles and states based upon
certain conditions, the received power will be monitored] gain changes will be made
to obtain the desired level. The RCU controls the Radar Bliginit via a standard PC
interface, and it issues commands to change the modes/efdtee RDU (sample mode,
test mode, etc.).
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3.6 Radar Digital Unit (RDU)

The RDU is the topic of this dissertation. It contains thresdories: Sampling Unit (SU),
Digital Pulse Generator (DPG) and Timing Unit (TU). The SéingUnit samples the
received pulse. The input to the SU is an IF signal of 158 MHhw&ibandwidth of 100
MHz. The DPG generates the chirp waveform that is storedamtbdule. At every rising
edge of the DPG external trigger, the DPG outputs a chirpepuith a bandwidth of 100
MHz. The trigger occurs every PRI. The Timing Unit receivasken from the RCU and
alters the PRF of the triggers based upon the value sent.

3.7 Data Storage Unit (DSU)

The Data Storage Unit stores data received during the flighé data contained on the
SCSI disks is implemented in a RAID 5 configuration. SCSI sliake used as storage
devices because they are generally more robust and hawer ighsfer rates than IDE. A
server type PC is used for increased processing power ahdrmgemory transfer rates.

3.8 Navigational Unit (NU)

The Navigational Unit consists of the IMU and GPS modules TWMU with builtin GPS
was loaned from Kentron, it outputs:

e position data in the form of x, y, z coordinates
e orientation data in the form of roll, pitch and yaw

e time data which is produced from a built-in GPS system.

The data is output in the form of a packet, via the RS-422 stahdTl'he IMU outputs a

1 Hz clock, which is synchronous to the capture of data. Thiskccan be used to syn-
chronize the captured space and time data with anothemsgstaptured data (received
sampled data).

3.9 Conclusions

The RDU interfaces with several subsystems within the SABAYStem. Generic hard-
ware or off-the-shelf hardware must be purchased and ma@&ARBA specific by pro-
gramming. Another option is to provide user requirements émgineering company or
organisation and to sub-contract the work. Purchasingdhdéare or contracting out the
work is discussed further in the next chapter, the Concamtyst
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Chapter 4

Concept Study

The concept study dealt with in this chapter defines the proldxamined in this disser-
tation. The design of the RDU is based upon the User Requitsn8ASARII system

architecture, time until scheduled flight, local hardwarp@iers and cost. We will anal-
yse the requirements and the SASARII architecture, and devant conclusions. Two

local hardware suppliers were contacted, and details diridengs will be given.

4.1 Requirements Analysis

Based upon the requirements for the RDU, a number of comciasire drawn.

4.1.1 DPG Requirements Analysis

The Pulse Repetition Frequency was specified by the users#s<BRF < 3100
No special considerations need to be examined

Bandwidth of the chirp must be 100 MHIo satisfy the Nyquist criterion we must
sample greater than 200 MSPS. Due to expected losses we vausample by at
least 10%. So our sampling rate should be > 220 MSPS

Pulse Length T is specified ag3< T < 5us: The number of samples clocked out
the DPG is dependent upon the sampling rate and the pulsthleNg= F's x T
whereN is the number of samples;s is the sampling frequency aridis the pulse
length

The DPG module must be capable of accepting an external elodlexternal trig-
ger. The clock and trigger must be synchronous to the sydtask to ensure coher-
ence This poses no special problems

The clock and trigger jitter may not be greater than an eighitthe smallest period
at the input of the ADCThe FDU will be supplying the clock to the DPG and
should have low jitter. The trigger will come from the TU, astibuld have a jitter
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value of less than a DPG clock cycle. The trigger level willdetected on the
rising edge of the DPG clock, so it does not matter where tiagiedge of the
trigger value occurs, as long as it occurs within a DPG clgatec This argument
is illustrated as an example in Figure 4.1.

TRIGGER
m—
RESULT
Q—»
——P[rsT

CLK

CLOCK T

CLOCK

TRIGGER 1

TRIGGER 2

RESULT (TRIGGER1)

RESULT (TRIGGER2)

Figure 4.1: Trigger Detection

4.1.2 SU Requirements Analysis

e The Pulse Repetition Frequency was specified by the users#s<1BRF < 3100
As PRF increases so does the data rate. The data rate isatettals follows:
D = PRF x R x S, whereD is the Data RateR is ADC resolution and> is the
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Number of Samples captured per PRI. Figure 4.2 illustrdtepossible data rates
to be expected, with Number of Samples per PRI equal to 16K

e The input bandwidth to the Sampling Unit will be 100 MHp satisfy the Nyquist
criterion we must sample greater than 200 MSPS. We shouldavgle by 10%
to allow for anti-aliasing filtering. Our sample rate shothlids be greater than 220
MSPS

e 16K real samples or 8K quadrature samples are required péséRepetition Inter-
val (PRI} This requirement may be dropped down to a smaller numbearaptes
per PRI if the data rate is too large for the Data Storage Unit

e The Sampling Unit must be capable of accepting an extermakchnd external
trigger. The clock and trigger must be synchronous to théesyslock to ensure
coherenceThis poses no special problems

e IF Sampling will be used in the SASARII system, as Basebang@lBg using the
Direct Conversion method to acquire inphase and quadrasigeals, introduces
non-linear amplitude and phase mismatch in alternate cledésmifo IF sample suc-
cessfully and attain a high dynamic range, the samplingkdhas to have a small
jitter spec. (several pico seconds)

e The minimum required resolution of the Analogue-to-Digitanverter is 8-bitsin
the data rate calculation, the data rate increases with Ad3Glution. A decrease
in resolution however means a decrease in dynamic rangallyiaee would like a
system with a higher resolution than 8-bits if the Data Sjerdnit can accept the
data rate and the ENOB is greater than 8-bits

e The clock and trigger jitter may not be greater than an eighitthe smallest period
at the input of the ADCThe FDU will supple the clock to the SU and should have
low jitter. The trigger will come from the TU, and it has to betdcted by the SU
with a jitter of less than a clock cycle (SU clock). The SU &aontrols the trigger
detection circuitry; that is why we can say the clock andyeigitter must be within
an eighth of the smallest period expected at the ADC input.

4.1.3 TU Requirements Analysis

e All output clocks and triggers must be synchronous to theesy€lock to ensure
coherenceThis poses no special problems

e A maximum platform movement accuracy of an eighth of a wagtieg(4mm) is
required for the platform moving at 150 m/s (540 km/h) in tle@th Direction.
In other words we can determine to an eighth of a wavelengtrevthe aircraft
Is at a specific instant. It is essential for correct SAR ofierato match sampled
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data to position data within a specific accuracy. Therefoatadime-stamping in
the Sampling Unit must have a resolution of less thams2@ he Navigational Unit
supplies the space and time measurements. We want to knawaccaracy of an
eighth of a wavelength where the aircraft is positioned awl ihis orientated. The
space measurements are time-stamped in the NavigationakltmGPS time. We
also want to time-stamp the data in the Sampling Unit, so plaee and time data
can be accurately matched to the sampled data. This will be by using a counter
in the SU. The counter clock will have to be greater than 40 (él%%f)

e The PRF of the system will change depending upon the spe&eé airtraft. An
increase in speed will mean an increase in PRF. The TU musipaectoken and
change system PRF depending upon the value Jdmi$ token will be sent by the
Radar Control Unit. The RCU will be a PC therefore it will besatable if the
interface is standard to most PCs (PCI, USB, RS-422 etc.).

4.2 SASARII System Architecture concept study

4.2.1 Digital Pulse Generator

The DPG will be clocked externally with a low jitter clock frothe FDU. It will be
triggered by the TU. Samples prior to flight will be written iee DPG by the Radar
Control Unit. During flight the DPG will be triggered and thansples will be clocked
out to form the chirp. The pulse lengthof the chirp must be within the rangey8< T

< 5us. The number of samples stored in on-board memory is dirgctportional to the
pulse length. Sampling at 220 MSPS will thus requitsamples to be stored in memory
within the range, 660 <V < 1100, which does not require a large amount of memory
to store the samples. A microcontroller or FPGA would be ablstore this number of
samples in on-board memory. The DPG must however be ablernplsgreater than 220
MSPS; this requires a single high performance DAC or dual BA&ampling at greater
than 110 MSPS each.

4.2.2 Sampling Unit

With regard to the SU, the main concern was data rate handlimtgerms of Figure 4.2
the smallest possible data rate will be 50 Mbytes/s for 8dsblution, increases to 100
Mbytes/s for an ADC resolution of 16-bits. These are large dates and standard PC
architectures may not perform at such high speeds. Supgkdiing modules that sample
above 220 MSPS tend to use the PCI standard to transfer tagalatPC[10, 12, 11].
Theoretically a 33 MHz/32-bit PCI PC can burst 132 Mbytes/si the tests conducted
at the RRSG the average data rates were found to be 76 MByteste direction only
on the PCI bus. The experiment had a PCI device writing dathedCPU, but in the
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SASARII case we need to store data on hard disk, thereforéténations along the PCI
bus is required, as a storage device controller is likelysmthe same bus. So the expected
data rate is 38 MBytes/s, which is to low. It is possible todhammumber of these PCI
modules placed in several PCs and each module triggered ifflerat PRI to share out
the data rate. As this will require several sampling card$ several PCs, this method
is undesirable, primarily because funding was limited fos tstudy. It was concluded
that we woul need to purchase a sampling module with a saghdite greater than 220
MSPS, with 66 MHz/64-bit PCI capabilities.

The Navigational Unit, which contains the IMU and GPS moduleill produce data
locating the aircraft in space and time, which will be stored RAID system. A method
was required to relate the space and time data to the recesvepled data. The received
sampled data will have to be time-stamped. This particalsk taused much debate in
the RRSG, but it was finally concluded that:

e A time-stamp counter in the SU will count at a frequency > 4@ ktdus satisfying
one of our user requirements. This counter is to be syncluiim our system
clock. The system clock is the input clock to the FDU. The ingack is a 10 MHz
stable oscillator

e The IMU outputs a 1 Hz trigger, which will reset the time-sfaoounter in the SU
every GPS second. The 1 Hz trigger has a rising edge exacty atsecond rolls
over

e The Navigation Unit outputs a 32-bit word giving the GPS tiatethat specific
instant within a resolution of 1s. The SU forms a packet doimg the sampled
data and information about that specific PRI. Both the 32soitd and the time-
stamp will be latched into every sampling packet header

e It was also decided that a PRI counter should be placed inahmling packet
header. Every time the SU is triggered, the PRI counter iemented.

To perform the above operations, the SU must have some scdrofector, where we
can receive the 32-bit GPS time and the 1 Hz IMU trigger. Theetstamp counter can
be generated from the external clock received by the SUgstns synchronous to the
system clock.

4.2.3 Timing Unit

The FDU produces the clocks for the system. The FDU has a nuaibdegh quality

clock synthesizers, which ensure low jitter. Thus the DP&3ld receive its clocks from
the FDU. The main purpose of the TU is to distribute triggershie SASARII system.
As mentioned in the requirements analysis, the DPG and SWnecesive their respective
triggers from the TU, with a jitter spec of less than one clogkle with respect to their
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input clocks. This requires the TU, DPG and SU to use highdggemalling standards
like LVDS and ECL for trigger transmission and detection.

There are three main triggers that should be user adjudtgtdending a packet or token
to the TU, namely:

e Pre-Pulse Trigger, which signals to the Transmitter thatDRG is about to emit a
chirp

e DPG Trigger, which signals to the DPG that it must burst agchir

e SU Trigger, which signals that the SU must begin sampling.

The PRF of these triggers must be adjustable, as well asghbsitions with respect to
one another.

Pre-Pulse Trigger

DPG Trigger

............................ T

SU Trigger

.................. LU RRRRRRRRRRRRRRY, 8

PRI(N) PRI(N+1)

Figure 4.3: Trigger Timing

Figure 4.3 shows a single PRI and the timing of the triggers:

e T1isthe time interval from the start of a PRI until the Prdgeurigger is asserted.

e T2 is the time interval between the assertion of the PredPigger and the DPG
trigger. T2 should be long enough to allow the amplifiers ia ttansmitter to
stabilise.

e T3 is the time interval that it takes for the chirp to be traitted and received.
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e T4 is the interval of time it takes to sample 16k samples.

To ensure coherence, the rising edge of the triggers diséabto the system every PRI,
must occur at a common rising edge of the digital clock saiared Local Oscillator
sources. If the system had to have the following digital k$éoand Local Oscillators:

¢ Digital Clocks: SU clock 105 MHz, DPG clock 150 MHz, TU clock MHz

e Local Oscillators: First IF LO 158 MHz, Second IF LO 1142 MHz.

Then the triggers should have their rising edges synchmima 1 MHz clock. The 1
MHz clock is derived by taking the highest common multipleéhad clocks and oscillators
present in the system. Likewise a 500 kHz and 250 kHz clockavbave a rising edge
that is common to the digital clocks and Local Oscillators.h@ve the smallest possible
PRF range resolution we would want the highest common clodkive the trigger pulses.

4.3 Digital Downconversion

Since we are performing Direct IF sampling on the receivgdai the downconversion
process has to be done digitally. In a real-time system theadlidownconversion and
filtering would be performed in the SU. But as this is not a#t@ak system, and as the
data is stored in the Data Storage Unit, the downconversidfikkering can be done at the
Ground Segment when the data is retrieved. If we are doingripsing, with a sampling
rate of F's, the IF signal should ideally be placed3t's/4. This is in the middle of the
second Nyquist zone. Sampling/t replicates the signal in all other Nyquist zones. To
get the desired quadrature signals to baseband, the rteplisegnal in the first Nyquist
zone is multiplied by a NCO, and then lowpassed filtered toonesrunwanted signals.
Figure 4.4 illustrates this concept.

4.4 Hardware Supplier Concept Study

SunSpace requested the SASARII system to be made up of SdutarAproducts, if
possible. Not only would this allow closer communicatiom aupport with local com-
panies, but it would also mean that, when the time came fosplaeeborne system to be
developed the initial contacts with suitable local compamwould have been established
already. Our own schedule had to fit in with SunSpaces tigmtdule for developing a
spaceborne system. We were to have the first flight within a fyeen when SunSpace
approached the RRSG at UCT. Since this is only a demonsggsdem and would be-
come useless once images had been acquired, funding wa® leeptinimum. All of the
above led us to contact two South African companies thatdcptdduce the hardware
required, namely; Peralex in Cape Town and Parsec in Pagtdril3].
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Figure 4.4: Digital Downconversion

At the time of approaching Peralex, our main focus was the\8&Jgave them our re-
guirements, where-upon they proposed a SU with a single 2Z5BS/ADC and agreed to
complete the hardware and software required. This was ah ighét for our needs. We
did not discuss the DPG or TU with Peralex at this stage.

A member of the RRSG contacted Parsec about their PM488 hwhia compact PCI
module with dual 160 MSPS DAC on board. During the meetindnWiarsec, an entire
unit which would contain the DPG, TU and SU was proposed.

The PM488 (DPG) had the following features:

e Two 160 MSPS DAC
e 66 MHz/64-bit compact PCI PMC interface

e External clock and external trigger inputs (PECL).
The PM480 (SU) had the following features:

e Two 105 MSPS ADC
e 66 MHz/64-bit compact PCI PMC interface

e External clock and external trigger inputs (PECL).
The PM440 (SU) had the following features:
e 3 PECL output triggers

e 3 PECL output clocks

31



e 1 PECL input clock
e 1 PECL input trigger

e 66 MHz/64-bit compact PCI PMC interface.

The modules are all in the PMC form, which allows one to makekpkne connections
between the different modules and the rest of the SASARIiesys This allows us to
easily send the 1Hz IMU Trigger and 32-bit GPS time to the Ssé€c specifically used
the PECL signalling standard for clocks and triggers to Ka&gr to a minimum. This

should make it safe to use IF sampling.

As the products being sold were generic parts, the cost wasAbthe time of the first
meeting, the hardware was already being developed and treéquire the initial design
phase. The firmware for the modules had not been developegihand thus it was
decided that members of UCT would develop the firmware anctdelrivers.

Although all these factors made the system look ideal, thedi8lhowever, have two
problems that had to be considered:

e The module was designed for Zero-IF, as both ADC are clockeatidbsame clock

e The two ADC sampling rates combine to 210 MSPS, only alloworg % over-
sampling.

The above observations where discussed extensively befdssec and the RRSBar-
sec declared that a hardware modification could be made so thahe two ADCs
would sample 180 degrees out of phase and appear as a single @Bampling at
210 MSPS Furthermore, the 5 % oversampling rate was discussed: stosacluded
that, although this was not the ideal situation, aliasing mat occur, as the receiver does
extensive filtering prior to sampling.

Between Parsec and Peralex, Parsec was finally chosen tty shpphardware for the
RDU. The next chapter looks more closely at the Parsec haejwad presents the RDU
system level design is given.

4.5 Conclusions

The user requirements and system architecture were adalgzebtain specifications.
The specifications were used to choose the data acquisdiaware for the RDU. Two

South African hardware suppliers were contacted, and Pavas chosen to supply the
digital hardware. The following three Parsec modules weus purchased:

e the PM488, a generic dual DAC card, which was used for the DPG
e the PM480, a generic dual ADC card, which was used for the SU
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e the PM440, a generic timing card which, was used for the TU.

Writing SASARII specific firmware and programming the ParB&#4 XX modules, our
user requirements will be satisfied.
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Chapter 5
Radar Digital Unit Design

A description of the PM480, PM488 and PM440 modules with diats is taken from
Parsec’s website[13] and given in Appendix D. The detailthefmodules are presented
at a system level and the reader should browse through thsha=ts to gain a general
idea of the module architecture and operation.

Described in this chapter is the RDU design. As the Parsewhasthad been designed to
be generic and thus to allow for a number of applications,esofithe hardware compo-
nents present on the modules were not used. Features wéte lkeminimum, as added
functionality would require more development and debugg simple system tends to
be more robust. Using the PM480, PM488 and PM440 modules esigoed a system
that contained our SU, TU and DPG.

5.1 Digital Pulse Generator

In the previous chapter we covered the requirements asadfysil the effect that the
SASARII system architecture had on the DPG design. A briefireary of the main
points is given below:

e sampling must be greater than 220 MSPS
e the DPG should be clocked externally by the FDU
e the DPG should be triggered externally by the TU

¢ the stored samples to be clocked out of the DPG require a amallint of on-board
memory.

Various discussions were held within the RRSG regardingieeof the PM488. It was
decided that the DPG would do Baseband Sampling. In-phasad Quadrature (Q)
samples would be stored in memory prior to flight. A 32-bit doevould hold both |

and Q samples. Writing it as 32-bits, and not 28-bits (eaciCDas 14-bit resolution)
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would reduce complexity in the device driver and firmwaret stdl had to be written.

Upon trigger assertion, the DPG would thus start readinghfom-board memory. At
the sampling frequency, a 32-bit word would be read from nrgnamd split into two

16-bit words; the lower 14-bits of the 16-bit word would bedaied out of the DACs.
The two channels represent the In-phase and Quadratuegiaatbaseband chirp. In
the transmitter the two signals would be mixed to an IF andoed to form the Chirp.

Figure 5.1 illustrates the above description.

| N
MEMORY DAC ;{ 2_<= }

CLK

90°

= 3

Figure 5.1: Digital Pulse Generator and IQ Modulation

The PM488 has two Altera ACEX EP1K100 FPGA on-board the PM@uef15]. The
FPGA closest to the PMC connectors would contain an Alteda@®@e, which is capable
of running at 66 MHz / 64-bit[16]. The Core written by Alteracithe Wrapper functions
written by Parsec would fill the first FPGA, leaving little sgafor more firmware. But
the FPGA closest to the DAC are empty and are large enoughldodoo design. The
ACEX EP1K100 FPGA has 49152 RAM bits available. This RAM gr@sinside the
FPGA would be able to hold 1536x32-bit words. That meanswuleatan hold 1536 14-
bit samples for each DAC. If we clock each DAC at 160 MHz andeha\chirp of %us,
we will only require 800 samples per channel.

5.2 Sampling Unit

In the previous chapter we covered the requirements asalysithe effect of the SASARII
system architecture on the SU design. A brief summary of thi& points is given below:

e sampling rate will be 210 MSPS with two 105 MSPS ADC sampliogaf phase
by 180 deg

e the SU is to be clocked externally by the FDU
e the SU is to be triggered externally by the TU
e the SU output data rate may be between 50 and100 Mbytes/s

e a SU packet containing data and PRI information must havet®®S PRI number
and generated time-stamp placed in its header.
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Since we require 16k real samples with 14-bit resolutionctviwill amount to 8192x32-
bit words, there is clearly not enough space in the two FP@Asffer this data. Placed on
the PM480 board is a Micron ZBT SRAM with enough space for X32kbit words[17].
Thus the 8192x32-bit words are stored in this memory, paa PCI transfer.

When triggered, the SU creates the sampling packet headevrétes it to ZBT memory.
Once finished with the header the 16k real samples are wtatéBT memory. The data
stored in memory forms a packet which will be read out via Ak packet header has
the following structure:

H

. Synchronisation Word (OxFFFFFFFF)
2. Packet ID

3. Packet Length

4. Packet Number, PRI Number

5. Time Stamp

6. GPStime

7. Over range counter.

The over range counter indicates how many samples are th# ofghe input signal
being too large. An over range value greater than zero iteBadipping.

The time-stamp is a 32-bit counter that is clocked at 105 MHMhe external clock is
connected to the front panel of the module and is fed from id.H he counter will take
approximately 40.9s to roll over. This counter is rest evesysing the IMU 1 Hz trigger.
The IMU 1 Hz trigger and 32-bit GPS time will be accessible tha Pn4 connector
(refer to the PM480 datasheet). By resetting the time-staoymter every 1s, we can
re-synchronize the time-stamp counter to the GPS time. Bgimpd the 32-bit GPS time
in the sample packet header and resetting the time-stamyeroance every second, we
are able to align the space and time data to sampled data.

Every PRI a sampled data packet is created. The sample pgaekdér is generated by
latching the PRI number, time-stamp counter, GPS time aadrawge counter. The sam-
ple header is transferred to the ZBT RAM. After the samplalee#ransfer, the sampled
data is transferred to ZBT RAM. Once the last sample has beeeds the packet from
ZBT RAM is transferred to the PCI Core, where it acts as a mastd does a DMA be-
tween itself and PC memory. This is done via the 66 MHz/ 64zbinpact PCI standard.
The expected average data rate will be 100 Mbyte/s. To wamdfthese rates, the PCI
Core placed in one of the ACEX FPGA must have PCI master chipedi This allows
the PM480 to act as a master on the PCI Bus and to do DMA trandfiexctly to mem-
ory, in bursts. Parsec was queried about the PM480 havingrSter capabilities and
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Figure 5.2: PM480 Data Flow

the RRSG were informed that the module did indeed have mespabilities. Figure 5.2
illustrates the data flow.

The IF centre frequency for the SASARII system is determimgthe sampling rate. The
IF frequency is calculated as follows: the sampling rateli@ RISPS, and we want the IF
signal in the centre of the second Nyquist zone, which ist®jfbetween 210 MHz and
105 MHz, i.e. 157.5 MHz3F's/4). For practical reasons, the IF frequency was moved
up to 158 MHz, as the generation of the 157.5 MHz in FDU wouldliffecult.

5.3 Timing Unit

In the previous chapter we covered the requirements asalysithe effect of the SASARII
system architecture has on the TU design. A brief summariiefiain points is given
below:

¢ atoken will be sent to the TU to change the PRF

¢ three external triggers are to be controllable: Pre-Puiggg@r, DPG Trigger and
ADC Trigger

¢ the three external triggers must occur on the rising edgd@highest common
multiple of clocks and LOs in the system.

The token is sent to the TU via PCI. The PRF of the triggers aed telative position
with respect to each other must be adjustable. The PRF ofritigets may only be
changed once the current PRI is finished. The token appeal®as in Figure 5.3.

The PRF of the system is dependent upon the PRF FrequencyeC®atue. This 32-bit
word is loaded into a 32-bit counter. The counter counts ddhen it reaches a trigger
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Figure 5.3: Timing Token

value (32-bit word) set by the user Pre-pulse Trigger Vai¢ Trigger Value or ADC
Trigger Value, a pulse is output by the TU. This simple methwakes sure that all the
triggers have the same PRF.

The input clock to the TU must be synchronous to the systeokclfo output the triggers
on the rising edge of the highest common clock in the syster,noust make all values
in the token divisible by the factor, to get the input clockatbighest common multiple.
For example:

e IFLO =158 MHz
e DPG clock = 150 MHz
e ADC clock =105 MHz

e Highest common multiple clock = 1 MHz.

If our input clock to the TU is the DPG clock, which is 150 MHhetvalues in the token
must all be divisible by 150.

To visualise the entire RDU design a system diagram has br@@mdFigure 5.4 displays
data flow, clock paths, trigger paths and connections todbieaf the SASARII system.

5.4 Conclusions

In this chapter we discussed the system level design of thd.Rbe design was influ-
enced by the requirements analysis and SASARII systemtaothre. We can conclude
the following:

e the DPG will do baseband sampling with | and Q samples stareshi ACEX
FPGA.

¢ the SU using PCI master capabilities will successfully ngerthe high data rate ex-
pected. The first IF stage frequency (158 MHz) has been sathwas dependent
upon the sampling rate (210 MSPS). The structure of the sapgitket has been
designed and will be implemented in firmware. A system levehof data-flow
has been described.

e the TU will accept a token of size 4x32-bit. This token willntml the trigger
outputs.
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Chapter 6
Firmware Implementation

This chapter describes the firmware that was implementeldeif-PGAs present on the
modules. The firmware was designed and written using Mentapliécs HDL Designer,

a tool specifically used for firmware development. Once wemitthe firmware was simu-
lated with ModelSim. Once the design was simulated coneittivas synthesized with

Synplify. The output file, a type of netlist, was handed oweQuartus. Quartus is an
Altera specific tool used for design, synthesis and fittingAttera PLDs. Quartus was
only used to fit the firmware.

The firmware for the modules was developed at Parsec, whadawthe tools, licenses
and support. Support was mostly required in the debuggiagest Several hardware
problems were encountered as the modules had not been bgsRaisec. The sections
to follow in this chapter will describe the firmware implented in each module.

6.1 Digital Pulse Generator

The DPG consists of two FPGAs, two DACs, clock and triggecuitry. The FPGA
closest to the PMC connectors contains the PCI Core and erdppctions. The DAC
FPGA contains the DPG specific firmware.

6.1.1 PCIFPGA

Figure 6.1 illustrates the top level firmware for the PCI FR®Arsec purchased an Al-
tera PCI Core and added wrapper functions to the Core. The @owides an interface
between the PCI Bus and the Local Bus. The following functiityy was added to the
PCI Core as wrapper functions:

e FIFO for master burst writes to PC memory
e Reqgisters for master DMA setup

¢ Interface to the User Space
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e Status and Command Registers.

The FIFO and registers to setup a DMA were not used in the DB@eado not require
high speed data transfers from the DPG to PC memory. Thesseegare located in
Base Address 0 (BARO). The SU will however use these featltssr Space is memory
mapped and contains registers or memory that can be readttenyrThe registers or
memory will be contained in the DAC FPGA.

W/R USER
SPACE (BAR1)
PCI BUS
<:> PCI CORE ARQ

STATUS
REGISTERS

COMMAND
REGISTERS

DMA
REGISTERS

Figure 6.1: PM488 PCI FPGA firmware

6.1.2 DAC FPGA

The DAC FPGA firmware is illustrated in Figure 6.2 (note thaisi only a top level
illustration, and that not all signals and functionalitywhaeen shown, but it gives the
reader a general idea of operation and data flow).

WI/R User Space

WI/R User Space is a local bus that comes from the PCI FPGAs lihtesfollowing signals:

e Read Target, which signals a PCl Read to user space
e Write Target, which signals a PCI Write to user space
e Address Target, which signals which user space locatiomletaccessed

e Data Bus, a 32-bit bus that carries data to or from Dual Ponnbty or Control
Registers.
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Control Registers

The Control Registers are a block or firmware component thiatains registers which
dictate the operation of the DAC FPGA. There are two reggtegsent in the component:
SamplingCntrIReg and TriggerReg. SamplingCntrlIReg altive user to select:

e DPG modes (Read/Write Mode, Test Mode and Sample Mode)
e Clock and triggers
e Channel enables

e DAC modes (clock division, zero bit stuffing and filtering).

TriggerReg is a register that can provide a software trifgetest purposes when written.
Both of the registers are detailed in Appendix A.

Memory Controller

The Memory Controller controls the Dual Port Memory. A DuakrPMemory was im-

plemented as two different clocks are used for reading antihgyto memory. When

bursting, the Dual Port Memory is read at the rate of the esierlock. When samples
are written or read via PCI, it occurs at the PCI clock rate.

DAC Controller

The DAC Controller decodes the 32-bit word that is clocketfimmm the Dual Port Mem-

ory to two 14-bit samples. Depending upon the values coatkbimthe Control Register, a
channel may be enabled or disabled. The Memory Controkerlats the DAC Controller

know if data at the output of the Dual Port Memory is valid.

Clock and Trigger Selection

The clock and trigger selection firmware component is cdietidoy the Control Register
block. Depending on the values of the SamplingCntriIReg atnxt rising edge of a
trigger, a new clock or trigger source may be selected.

Quartus place and route report

After synthesis, the firmware was placed and routed usingt@siaQuartus outputs text
files, which describe the compilation specifics, the FPGAueses used and the expected
behaviour of the logic. The following output parametersemvaken from the reports:

¢ Total logic elements 818/4992 (16%)
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e Total Pins used 320/333 (96 %)
e Total Memory bits 36352/49152 (73%)

e DACCIk fmax 163.93 MHz

From the reports the DAC FPGA firmware used 16% of the totakletements. The
firmware was designed to be small and robust with limiteduiest to cut down on de-
velopment time. Limited funding did not allow a longer petiof development time at
Parsec. In addition, the more features added the greatgrogsbility of not meeting
the firmware timing requirements. The Dual Port Memory topk7@% of the memory
bits used in the FPGA, which allows a user to store up to 108%pkss per channel. A
large amount of effort went into increasing the speed of tiggcl The firmware can be
clocked at a maximum of 163.93 MHz, which meets our firmwarertg requirement of
150 MHz (DPG input clock of 150 MHz).

Logic Pipelining

Logic Pipelining was used in the DPG, SU and TU to increasekcdpeeds. The firmware
was described using VHDL. The synthesis and routing pr@sesenverted the VHDL
code into logic elements. The logic elements consist madtlyook Up Tables (LUT) ,
registers and asynchronous logic. Along some of the lodgilcglaetween registers, large
time delays would occur, from a chain of connected asynausitogic. This decreases
the overall clock speed. To maximize clock speed the del&yd®n registers must be
minimized, which can be done by breaking up long asynchrstagic paths using ad-
ditional registers. This method of dividing up an asynclaacircuit using registers is
called Pipelining, and it was used in several instancesaidC FPGA firmware.

6.2 Sampling Unit

The Sampling Unit hardware is very similar to the DPG harawdarhe only real differ-
ence is that two ADCs were used, instead of two DACs. The P@A-Bontains the
PCI Core and Parsec wrapper functions, wereas the ADC FP@#ios the SU specific
firmware.

6.2.1 PCIFPGA

Figure 6.3 illustrates the firmware in the Altera ACEX PCI FRG

LBus

LBus is a high speed wide data bus. Data travels in only orextin, from the ADC
FPGA to the PCI FPGA. LBus is the input to a 64-bit wide 512 dEBfO. Not shown
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Figure 6.3: PM480 PCI FPGA firmware

in the diagram is the FIFO status and write signals. Thesesagre used for data flow
control.

Data Flow

On each trigger, 16k samples are taken and a sampling paeke¢hformed. The packet
is stored in ZBT memory. Once all the samples have been sttregacket is written
to the PCI FPGA via LBus. The user sets up a DMA transfer bygite registers in
BARO. When the FIFO reaches a certain level, the PCI Coregdsfiom a target device
to a master device. This allows the PCI Core to do DMA trarssfiesm the FIFO to PC
memory. The size and number of DMA transfers is set by the user

6.2.2 ADC FPGA

The SU ADC FPGA firmware is illustrated in Figure 6.4.

Control Registers

There are three registers present in the Control Registewfre component, which con-
trol the operation of the ADC FPGA. These registers are mgmapped to Base Address
1 (BAR1), and are read writable: SamplingCntrIReg, Gel@ralReg and TriggerReg.
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SamplingCntrIReg allows the user to:

e Select the number of samples per PRI
e Enable or disable a ADC channel
e Enable or disable parity checking

e Select certain header elements to form the packet header.
GeneralCntrIReg allows the user to:

e Select SU Modes (Test or Sampling Mode)

e Control Clock and Trigger selection.

TriggerReg can be written to provide a software trigger &mtsampling.

Data Packer

The Data Packer component latches the 14 bit ADC samplesauniks phen into a 32 bit
word before writing to ZBT RAM.

Data Flow

Upon trigger assertion (software trigger or external teigghe packet header is generated.
The generation is described in the previous chapter. Orchdéhder has been written to
ZBT RAM, sampling commences. The 14-bit samples are paaked32-bit words for
easy storage. The sampled data and the header forms a padtat.the last sample
has been written to ZBT memory, the packet is written to tHedFin the PCI FPGA via
LBus. Since the FIFO is smaller than 16k samples, we canmitremusly write to the
FIFO, but have to stop writes once the FIFO is full. FIFO statignals are brought from
the PCI FPGA to ADC FPGA to stop or start writes on LBus.

Quartus place and route report

Quartus outputs text files, which describe the compilatpmtdics, FPGA resources used
and the expected behaviour of the logic. The Quartus rejsptayed the following:

e Total Logic Elements 2188/4992 (43%)
e Total Pins 313/333 (99%)
e Total Memory bits 0/49152 (0%)

e ADCCIlk fmax 114.94 MHz
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The fimware developed for the ADC FPGA is considerably lathan the firmware de-
veloped for the DAC FPGA. A total of 43 % of logic elements wesed in the ADC
FPGA, while in the DAC FPGA, only 16 % of total logic elementsre& used. The ADC
FPGA firmware was more complex due to a larger set of featuretaager data path. The
ADCCIk timing requirement was met. The ADCs are to sample0&t MHz, therefore
the firmware timing requirement should be equivalent or tgrethan 105 MHz.

Multiple Clock Domains

The DPG, SU and TU all have multiple clock domains presenachd=PGA. The clock
domains exist due to different input clocks. The PCI writd a@ads to registers are syn-
chronous to the PCI clock. The sampled data is synchronaihre tsampling clock. This
creates two clock domains in an FPGA. Signals or data tiagelietween the two do-
mains can become misinterpreted or corrupted due to malélist To overcome meta-
stability the following was implemented in the FPGAs:

e A signal coming from a different clock domain was treated asagynchronous
signal. The signal was buffered using a number of registedstiae rising edge or
falling edge detected

e Data was moved between two clock domains using a dual clgdKiRO. The data
written to the FIFO was synchronous to the write clock andrdaeler was syn-
chronous to the read clock.

6.3 Timing Unit

The TU has one Altera APEX FPGA on the PMC module. The PCI Cacethe TU
specific firmware were written for just one FPGA. Due to the BGte, wrapper func-
tions and application specific firmware being placed in on&/&Pthe number of logic
elements used was large, 98% of total elements. lllustiatétjure 6.5 is the firmware
implemented in the APEX FPGA.

6.3.1 Control Registers

This firmware component, which is similar to the SU and DPGt@diiRegister compo-
nent, contains five registers:

1. The General Control Register allows the user to disald@able the output triggers
and select a clock source

2. The Frequency Register allows the user to select the RRFPRF is calculated by
dividing the input clock frequency by the value stored inEnequency Register
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3. The Pre-Pulse Register sets the position of the Pre-Ridger
4. The DPG Register sets the position of the DPG trigger

5. The ADC Register sets the position of the ADC trigger.

6.3.2 Trigger Generator

At power-up or after every PRI the Frequency Register is egatthe value is loaded into
a down-counter. The values in the Pre-Pulse, DPG and ADCsRegiare loaded into
comparators. After the counter and comparators have beeedb the counter begins to
count down. When the counter reaches a value stored in oihe @bimparators, a pulse,
is created and sent out from the FPGA to ECL circuitry.

BAR1

PREPULSE
TRIGGER

e

DPG

CONTROL TRIGGER TRIGGER
REGISTERS GENERATOR
ADC

TRIGGER [

W/R USER
SPACE

PCI BUS

BARO
<:> PCI CORE

STATUS

REGISTERS

COMMAND
REGISTERS

DMA
REGISTERS

Figure 6.5: PM440 Firmware

6.3.3 Quartus place and route

The Quartus place and route report displayed the following:

e Total Logic Elements 4107/4160 (98%)
e Total Pins 181/246 (73%)
e Total Memory bits 25600/53248 (48%))

e TUCIk 170.3 MHz
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The total elements used in the APEX FPGA was large. The APE&A-Eontained
the PCI Core, Parsec wrapper functions and the TU specifioviane If further TU
functionality was required, the firmware might not have ditteThe highest frequency
digital clock used in the RDU is the DPG input clock (150 MHit)was thus decided that
the maximum timing requirement for the TU should be equivate or greater than the
DPG clock. The timing requirement was met.

6.4 Conclusions

A description of the firmware written for the SU, DPG and TU l&en given in this
chapter. Altera wrote the PCI Core firmware and Parsec wraapper functions, which
added further functionality to the PCI Core. The PCI Core Radsec wrapper functions
were placed in three of the FPGAs. The DPG, SU and TU specifiedare were designed
and developed by the author and placed in the remaining FPGAs

50



Chapter 7
Firmware Testing

In this chapter the procedure used to test the firmware deedlfor the SU, DPG and

TU, to verify correct operation, is described. Since thadhare had not been tested by
Parsec, most of the debugging during the testing stageviestadearching for hardware
associated problems.

Testing of the modules was done over a duration of severatims@md was limited to the
equipment available at the time. Testing progressed apemuit became available.

7.1 Sampling Unit Testing

7.1.1 Test Limitations

Testing of the SU at Parsec was not completed due to the laelsoéquipment. To fully
test the SU, two signal generators are required; Parseceowsly had one high quality
signal generator, which was used as the input signal. The &Jclocked using its on-
board 30 MHz clock. To test the SU correctly it should havenbelecked around 105
MHz, as this was our required input clock frequency.

After leaving Parsec, the SU could not be tested for some Imspdtie to a lack of cables
and a compact PCI rack or PMC to PCI adapter board. The calgdeseeded to con-
nect a clock and input signal to the SU, whereas a rack or adapard was needed to
communicate between a PC and the PM480. Once the cablesdamd a PCI adapter
board had been purchased, a second signal generator wasagtited. The 100 MHz
TU on-board clock was used to clock the SU, but the RRSG laak&ttbit/66 MHz PCI
machine to test data rates.

The SU test procedure was limited by the equipment availabetes and reads to reg-
isters were tested at Parsec; the results were successfulyith not be discussed in the
test procedure, because only significant tests and resiliitsandescribed. The data path
continuity will be tested and the emulated ADC will be testétis recommended that
data rates be tested when a 64-bit/66 MHz PCI machine is psech
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7.1.2 Test Procedure

To ensure the firmware is working correctly the data path ftbenoutput of the ADC
to the input of the PCI Core input should operate correctlp. dits must be corrupted
and there must be no lost samples. The easiest method ofiefduk corruption and
data path continuity was to generate a test ramp before tagdaker in the ADC FPGA
firmware. This would act as though virtual ADCs are samplirgp@ tooth waveform.
Simple up-counters were implemented. The user can enablegt mode, writing to the
Sampling Control register.

The hardware modification made at Parsec, to emulate an AD(Is® at twice the
normal rate, had to be tested. To verify correct operatiomputput SNR and ENOB was
calculated for varying input frequencies. The output of ghhguality signal generator
was used for the input to the SU. UCT had only one of these bigamerators at the time,
so the TU was used to clock the SU at 100 MHz. This resulteddarstl sampling at 200
MSPS.

7.1.3 Debugging

Several problems were encountered once the firmware wasdlacthe ADC FPGA

and the PCI FPGA. Initially, a test ramp was generated in tBeECAPGA to emulate
the ADC sampling a ramp. A DMA from the SU to PC memory returaéczeros. A

test ramp was then placed after the ZBT RAM controller and/gadcsuccessful. It was
then concluded that a problem existed with the ZBT RAM mentwosnponent. After
probing the device with an Oscilloscope it was discovered the ZBT clock pin was
unconnected. Soldering a wire from the clock pin to the @iff®GA pin (via a resistor)
solved the problem.

After further inspection of the ramp data, it was discovdtet certain bits were being
corrupted. The corruption was taking place in three possipbas: between the ADC
FPGA and PCI FPGA when a packet transfer was taking placegeetthe ADC FPGA
and the ZBT RAM, or between the PCI FPGA and the PCI bus.

A test ramp was placed inside the PCI FPGA. It was noted thabnwption occurred.
So the problem occurred either between the FPGAs or betweedABT and the ADC
FPGA.

Consequently, a test ramp was placed after the ZBT RAM cbetrand before the ADC
FPGA interface between the FPGAs. Transferring data shoagdpecific bits in a 64-
bit word were being corrupted. It was then concluded thairtexface between the FP-
GAs was causing the problem. However, it was not certainghvmterface was causing
the problem, i.e. the ADC FPGA interface or the PCI FPGA iiaim. After consulting
with the staff at Parsec, they suggested to alter the irderia the PClI FPGA signifi-
cantly, and place Fast IO registers at the pins between thé&PGA and ADC FPGA.
This decreased the setup times and increased the hold tixies. further testing, this
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modification was concluded to have solved the bit corruption

7.1.4 Results

Figure 7.1 illustrates a ramp created in the ADC FPGA befoeedata packer firmware
component. The ramp data was extracted from the SU and gpheite Matlab. A 14-bit
up counter produced the ramp shown. The counter was clodkE@baMHz, and 8192
samples were taken. Note that the ramp is linear with no suovelitches. If a glitch
had occurred, it would have indicated a bit corruption. Th&ing of the data path was
conducted at Parsec.

Test Hamp
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Figure 7.1: Test Ramp

The SNR and ENOB results of sampling varying sinusoids frénvHz to 190 MHz are
given in Table 7.1. The calculated average ENOB for the SULgS thereby satisfying
one of our user requirements. FFTs were taken to view theubsfpectrum of the SU,
which was done for various input frequencies. The resuéislaplayed in Appendix B.
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Table 7.1: SNR calculations

Frequency(MHz) | SNR-Emulated ADC (dB) | SNR-ADC 1 (dB) | SNR-ADC 2 (dB)
10 67 69 68
20 60 64 68
30 59 67 68
40 61 69 69
50 61 72 64
60 62 66 64
70 60 65 66
80 65 64 64
90 66 67 67
110 65 67 68
120 57 63 65
130 58 64 64
140 56 63 64
150 56 62 68
160 60 62 63
170 61 64 65
180 61 65 65
190 61 65 64

Average SNR 61 65 66
ENOB 9-bits 10-bits 10-bits

7.2 Digital Pulse Generator Testing

7.2.1 Test Limitations

The DPG was fully tested at Parsec by using a signal genesgtectrum analyzer, oscil-
loscope and compact PCI rack, all of which were availableaedd€t. The control registers
were tested individually, by writing and reading to registelata read back was complete,
and the correct DPG mode and control changes were visiblea [ah continuity tests
and SFDR measurements are discussed in the test procedure.

7.2.2 Test Procedure

To prove that the firmware is operating correctly, the dath fram the PCI Core to the
DAC output ports in the DAC FPGA should not corrupt bits orgisamples. Firstly then,
the PCI Core to DAC FPGA data path must be checked. Writing ttathe dual port
memory and reading the correct data back will indicate cbwperation.

Once the interfaces between the FPGAs are concluded to biedajdghe data path from
the dual port memory to the firmware DAC output ports can bietedNriting a sinusoid
to the dual port memory (32-bits x 1024) and triggering th&3®ery 1024 clock cycles,
produced a continuous sinusoid to be written out of the FR&xAd two DACs. The DAC
outputs should be probed with an oscilloscope, and if thexena glitches and a perfect
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sinusoid is viewed, it would mean that no bits have been poed) or samples dropped.

Further, one could view the sinusoidal output spectrum itBpectrum Analyser. If
the SFDR measured using the Spectrum Analyser is compatbd ®FDR given in the
DAC data sheets, and if these are more or less equal, we cafuderthat the firmware
is working correctly.

7.2.3 Debugging

When it was confirmed that the firmware did indeed simulateeotlly and timing con-

straints were met, the module was programmed via JTAG. Itheésd that no problems
were occurring along the data path between the PCI Bus arlduhEePort Memory. The

data written and read back proved to be correct.

To test the path between the dual port memory and the firmwa@ @utput ports, a

stored sinusoid was used as a waveform. Monitoring the esitfithe DAC with an os-

cilloscope showed the DACs output was not working correettythe DAC outputs were
constantly set to ground. The input pins to the DAC were cbdakith an oscilloscope
and proved to be in the correct configuration. After conegltvith a number of Parsec’s
staff it was found that the ac-coupling transformer at thgpouof the DACs was incor-

rectly connected. A hardware modification was thus madelaisgolved the problem.

7.2.4 Results

Sinusoids of varying frequencies from 1 MHz to 50 MHz weredea into the DPG.
The DPG was clocked at 150 MHz. The sinusoids were monitorddam Oscilloscope
and a Spectrum Analyser. All sinusoids viewed with an Ossdbpe proved to be glitch
free and perfect in shape. The spectrum of the sinusoids isptaged and the SFDR
measured. The SFDR measurements obtained are illustraf@tbie 7.2, and plots taken
using an Aligent spectrum analyzer are displayed in Appe@diTable 7.4 illustrates the
SFDR taken from the DAC datasheet [18].

Table 7.2: DPG SFDR measurements

Frequency (MHz) | SFDR (dB)

1 83

5 83

10 81
20 74
30 70
40 62
50 71

When comparing Table 7.2 and Table 7.4, it can be seen thah#asured values are
similar. In some cases, the measured SFDR is better tharathshetet SFDR. Viewing
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Table 7.4: Analog Devices SFDR measurements [18]

Frequency (MHz) | SFDR (dB)
5.02 82
20.02 75
50.02 65

varying sinusoids with an oscilloscope and measuring theF§Fand comparing these
values to the datasheet specifications, it is concludedthieatirmware is working cor-
rectly.

7.3 Timing Unit Testing

7.3.1 Test Limitations

Complete testing of the TU was not possible. It was discaldieat an unknown prob-
lem exists with the PM440 hardware. Communication betweB&and the TU is not
possible. Once Parsec has revised the hardware designvadpiite problem no longer
exists, testing can continue.

The TU firmware was altered to exclude the PCI Core. Triggeeftitter measurements
were made with a spectrum analyzer but this proved to be gessful. It was later
discovered that a timing interval analyzer was requiredadgom the necessary tests.
A time interval analyzer was not located. The test procedeseribed below should be
done once the TU hardware bug has been solved.

7.3.2 Test Procedure

The data path should be tested to ensure that the firmwareiatom correctly. The data
path to be tested runs from the PCI Core to the firmware compdneger Generator.

If written data is read back correctly from the registersspré in the Control Regis-
ter firmware component, then we can conclude that part of éte plath (PCI Core to
the firmware component Control Registers) is operatingeotiy. Monitoring the PECL

trigger outputs with an oscilloscope, and changing the PiFposition of triggers, by
sending a token to the TU, confirms that the data path is dpgredrrectly.

Trigger timing jitter measurements should be made and cosdpaith Parsec’s claimed
jitter specification in their PM440 datasheet.

7.3.3 Debugging

Programming the PROM on the TU for the first time was unsudokes JTAG hardware
issue was located. The problem was discovered to be an @utoasistor value placed

56



in the circuit comprising the JTAG chain. The old resistosviaken out and a new one
placed on the board. After this modification, the JTAG chaimctioned correctly.

Placing the Card in a PCI slot and powering up the PC causdeGlte hang during BIOS

setup. The firmware, pin assignments and constraints werthaeked, and everything
seemed to be in order. Since the same PCI Core has been loadgutavious designs,
and had worked correctly in these cases, the problem was likelst a hardware bug.

Parsec has been notified about the problem and will contad®RISG once the problem
has been solved, but it is not known when the problem will beesb

The card was then connected to a power supply to test the alotkrigger circuitry. The
PCI Core firmware component and Parsec wrapper functions dedeted from the ex-
isting firmware. Probing the clock and trigger outputs conéd that the PECL circuitry
was working correctly.

Trigger timing jitter measurements were made with a Speti#funalyser, and the phase
noise plot was captured on disk. Parameters taken from theephoise plot were entered
into a Matlab program, which calculated the timing jittesrfr phase noise plots [19, 20].

7.3.4 Results

The JTAG chain, FPGA and PECL circuitry are all working cothg but there is an issue
with the interface to the PCI Bus. Testing of the data patmoabe done until Parsec
has solved the problem, and will thus not be included in tigseattation. Results of the
ModelSim simulation of the firmware will however be given.€lModelSim simulation,
simulates tokens written to the TU. It is shown in Figure ha&tthe tokens sent change
frequency and position of the trigger pulses.

Refer to Figure 7.2, the following sequence of events occur:

1. Initially at startup no trigger pulses are output
2. The Pre-Pulse, DPG and ADC registers are written

3. Finally the Frequency register is written. When the teiggare enabled and the
Frequency register contains a value greater than the vaiasent in the Pre-Pulse,
DPG and ADC register, the output triggers become active

4. The frequency and position of the pulses are changed biyngito the registers. It
appears from Figure 7.2 that the triggers change frequamtypasition.

The timing jitter measurements have been recorded in TableThe jitter decreases as
frequency increases, but the jitter should remain moressrtlee same in a divider circuit:

“Unlike ripple counters, phase noise does not accumulateeegch stage in synchronous
counters. Phase noise at the output of a synchronous casiittdependent of the number
of stages and consists only of the noise of its clock along thi¢ noise of the last stage”

[21].
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Therefore the most probable reason for jitter increasinfyesigiency decreases must be
the method of measurement. A new method of measurement wwolge a time-interval
analyzer instead of a spectrum analyzer, but it was not plest locate a time interval
analyzer.

Table 7.6: Trigger Frequency vs. Jitter

Frequency (MHz) | Jitter (ps)
100 6
25 14
6.25 74
1.56 334
0.39 1303
0.097 5440

7.4 Conclusions

The DPG and SU are operating correctly. Performance tests dane for the SU to
examine whether IF sampling, using two ADC emulating a €mgDC, produces a fair
SNR. The calculated ENOB produced 9 bits, and satisfies aerr negjuirement. Per-
formance tests for the DPG showed the measured SFDR to blstmithe datasheet
SFDR. The TU firmware simulates correctly, and the resultdica correct operation.
The PECL clock and trigger circuitry of the TU were tested amved with an oscil-
loscope, which showed correct operation. However, wheaiqdathe TU in a PC, the
machine does not get past the BIOS setup and freezes. Paitkedosm the RRSG
when this problem is solved.
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Chapter 8

Conclusions and Future
Recommendations

This chapter discusses the conclusions drawn based uparghkits gained from the
previous chapter on the Firmware Testing. It is shown thatrédguirements have been
achieved by purchasing generic Data Acquisition hardwaceimplementing SASARII
specific firmware.

8.1 Sampling Unit

The Firmware Testing chapter showed that our data path Waréeectly, by generating
a test ramp in the ADC FPGA close to the ADC input ports in th&RPTransferring
the ramp to PC memory showed that no bit corruption or losawofdes occurred. The
digital circuitry of the SU functioned correctly. The haras modification made to emu-
late a single ADC of sampling at 210 MSPS was tested. The pedioce measurements
SNR and ENOB were calculated, and an average ENOB of 9-hitsesth sampling per-
formance greater than 8-bits.

The requirements have been satisfied:

e The 66 MHz / 64 bit PCI bus interface will handle the expectathdate

IF Sampling at 210 MSPS satisfies the Nyquist criterion

Control registers allow the user to select packet headerezie number of samples
per packet, trigger and clock sources and more

ENOB of 9-bits of resolution is more than required

PECL clock and trigger circuitry ensures low jitter.

60



8.2 Digital Pulse Generator

The data path was tested as described in the Firmware Testapier. From the results
obtained, it is concluded that the firmware is indeed worldagectly. During testing a
sinusoid was loaded into the DPG, and testing with an oscitipe showed no glitches,
but a perfect sinusoid. The SFDR of the DACs was taken usimgetsum analyser and
compared to the Analog Devices DAC datasheet. The measHBR $/as similar to the
datasheet SFDR. Purchasing the PM488 and programming SASAEific firmware
satisfied the requirements:

¢ A theoretical bandwidth of 160 MHz is possible

e 1024 x 32-bit words can be stored to be output on the rising edighe external
trigger. This amounts to 1024 x 14-bit samples per channel

e PECL clock and trigger circuitry ensures low jitter.

8.3 Timing Unit

The results from the Firmware testing chapter showed thafitmware does simulate
correctly, but due to a possible hardware bug the hardwarkl cwt be tested properly.
During BIOS setup the card would cause the PC, into which th&@s placed, to freeze.
It is not known what causes this problem, but Parsec has batéfred, and will inform
the RRSG when the problem has been solved. Firmware withelR€I Core was placed
in the FPGA to test the PECL clock and trigger circuitry amndatrked correctly.

8.4 Future Recommendations

At the time of writting up the dissertation, a lack of test gupent and a TU hardware
related issue prevented the proper testing of the RDU. $rsiiition we will briefly layout
recommendations and the expected outcome of further Tingest

8.4.1 Timing Unit Testing

The TU hardware or the Parsec wrapper functions may undexgsion and updating,
to resolve the hardware problem. The TU firmware will havedaipdated to allow for
the changes to be made. Somebody knowledgeable in VHDL an8AISARII project
should make these changes.

The following tests should be performed:
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e All registers must be written and read to test for data pattticaity. If the value
written to a register is corrupted when read back, the firreveahardware must be
debugged

e All register writes must change TU operation correctly. ¥dg to the General-
CntrIReg should change the TU mode of operation as expedtéiting to Fre-
quencyReg should change the system PRF. Writing to PreRedseDPGReg or
ADCReg should change the trigger timing position

e Trigger PRF and position changes must be monitored with eifl@scope or logic
analyzer

e Trigger jitter measurements must be taken to ensure the Huhtgs to specifica-
tion. The RRSG must locate a time interval analyzer and perfine necessary
measurements.

Further TU testing should prove to be simple if equipmentvailable. The firmware
architecture has been laid out in a simple manner and conethemt extensively. The
only expected difficulty would be in locating a time interaadalyzer to test trigger jitter.

8.4.2 Radar Digital Unit testing

Testing of the RDU will only be possible when the SASARII Rueqcy Distribution Unit,
Radar Frequency Unit and Data Storage Unit become availdbie testing of the RDU
integrated in the SASARII system is not within the scope & thssertation.
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Digital Pulse Generator Registers

This section shows the registers present in the DPG that ameary mapped to Base
Address 1.

SamplingCntriReg

Bit Number 31 30 (29:28) 27
Function | ChannelB_en ChannelA_en Sample_Read_Test Mode Clock Sel
00 = Sample Mode 0 =Int Osc
01 = W/R Mode 1 = Ext Osc

10 = Test Mode

Bit Number 26:25 24:23 (22:21) 20:19
Function Trigger_Sel | MODA_Sel | MODB_Sel| DIVA_Sel
00 = Ext Trig | Always set| Always set | Always set
01 =Pn4 Trig to 00 to 00 to 00
10 = SW Trig
11 = Test Trig
Bit Number 18:17 16 15:10 9:0
Function | DIVB_Sel | TestTrigger_en Nothing| Burst Size
Always set 0 =Int Osc
to 00

Sample_Read_Test _Mode Notes:

e Test Mode = DAC outputs a sinusoid stored in ROM

¢ W/R Mem Mode = Memory has been allocated in the DAC FPGA. Omevadte
1024x32 bit words to RAM. 14 bit samples must be stored intpos (13:0) and
(29:16).PCI reads/writes to memory must be 32 bit single cycle

e Sample Mode = in this mode at every trigger assertion the mgmainter starts
at address zero and cycles down to location (Burst Size).sfdred wave form is

output the DACs

Trigger_Sel Notes:

e SW Trig = Software trigger enable. Writing to TriggerRegéllpws one to trigger
the module via PCI
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e Test Trig = When Trigger_Sel =“11" and TestTriggerEn = "1&timodule is trigger
by an internal trigger that is asserted every 1024 clockesycl

TriggerReg

Bit Number| 31:1 0
Function | Nothing | SwTrigger

Sampling Unit Registers

This section shows the registers present in the SU that aneomyemapped to Base Ad-
dress 1.

SamplingCntriIReg

Bit Number 31 30 29 28:23
Function | ChannelB_en ChannelA_en ParityBit_en| Nothing

Bit Number 22:17 16:0
Function | Header_Se| SampleBlockSize

GeneralCntrIReg

Bit Number 31 30:29 28 27 26:25
Function | Pn410O_en| Nothing | Sample_Test_Mode Clock_Sel | Trigger_Sel

0 = Sample Mode | 0 =Int Clk | 00 = Ext Trig
1=TestMode | 1=ExtCIlk| 01=Pn4 Trig

10 = Sw Trig
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Bit Number| 24:1 0

Function | Nothing | Sampling Status
0 =idle

1 =sampling

TriggerReg

Bit Number| 31:1 0
Function | Nothing | SwTrigger

Timing Unit Registers

This section shows the registers present in the DPG that areany mapped to Base
Address 1.

GeneralCntrIReg
Bit Number 6:5 4 3
Function | ClockOut_Sel Pn4PrePulseTrig_SelExtPrePulseTrig_Sel
00 = OscClk
01 = ExtClk
10 =TTLCIk
Bit Number 2 1 0
Function | DPGTrigger_Sel ADCTrigger_Sel| Triggers_en

ClockOut_Sel Notes:

e OscClk = The on board Oscillator Clk is output on the 3 frormglaonnectors
e ExtCIk = The input external clock is output on the 3 front pasenectors

e TTLClk = The TTL signal from the output of the FPGA is output the 3 front
panel connectors
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FrequencyReg

Bit Number 31:0
Function | Counter value

The value loaded in FrequencyReg is counted down to zerotifiegaken for the values
to reach zero, sets the system PRI.

PrePulseReg

Bit Number 31:0
Function | Comparator value

When the value stored in PrePulseReg is equivalent to the valFrequencyReg a pulse
is output the TU.

DPGReg

Bit Number 31:0
Function | Comparator value

When the value stored in DPGReg is equivalent to the valueeguencyReg a pulse is
output the TU.

ADCReg

Bit Number 31:0
Function | Comparator value

When the value stored in ADCReg is equivalent to the valuer@géencyReg a pulse is
output the TU.
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Appendix B

FFTs of Sampled Data by the SU
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Figure 8: Spectrum for input frequency of 80 MHz
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Figure 9: Spectrum for input frequency of 90 MHz
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Figure 10: Spectrum for input frequency of 110 MHz
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Figure 11: Spectrum for input frequency of 120 MHz
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Figure 12: Spectrum for input frequency of 130 MHz
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Figure 13: Spectrum for input frequency of 140 MHz
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Figure 14: Spectrum for input frequency of 150 MHz
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Figure 15: Spectrum for input frequency of 160 MHz

85



200 MEPS

| SRS T S SRS S NN SO O

—_—
I
O

100

oo
=

Fower Spectral Density (dB/Hz)

B0

A0 i i i i H i i H i
0 20 40 B0 alll 100 120 140 160 180 200
Frequency (MHz)

Figure 16: Spectrum for input frequency of 170 MHz
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Figure 18: Spectrum for input frequency of 190 MHz
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Appendix C

Spectrum Analyzer plots of DPG output
sinusoids
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=5 Agilent  16:54:23 May 18, 2004

Atten 18 dB

Delta Marker
1.230000 MHz
-82.95 dB

Start B Hz > MU=
#Res BH 1 kHz #VEBW 186 Hz Sweep 16,37 5 (481 prs)

Figure 19: Spectrum for DPG output sinusoid of 1 MHz
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=5 Agilent  16:34:14 May 18, 2004

Atten 18 dB

Delta Marker
5.870000 MHz
-83.472 dB

Start @ Hz
#Fes BW 16 kHz #JBHW 188 Hz Sweep 8125 5 (4681 pts)

Figure 20: Spectrum for DPG output sinusoid of 5 MHz

92



=5 Agilent  16:37:17 May 18, 2004

Atten 18 dB

Marker a
-600.000 kHz
-81.2 dB

#Fes BW 16 kHz

Figure 21: Spectrum for DPG output sinusoid of 10 MHz
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=5 Agilent  16:38:54 May 18, 2004

Mkrl & 5.90 MHz
Fw’r @ dBm Atten 18 dB -74.1 dB

Marker a
5.900000 MHz
-/4.1 dB

T
_HJL kM ll NN JLUI

Start B Hz Stop 48 MHz
#Res BH 10 kHz #JBHW 188 Hz Sweep 32.5 5 (481 pts)

Figure 22: Spectrum for DPG output sinusoid of 20 MHz
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=5 Agilent  16:41:87 May 18, 2004

Ref @ dBm Atten 168 dB
Peak

I_I:I 0l

16

dB

Marker a
3.000000 MHz
-/0.24 dB

; l

il |l
|JIL-.|.lI'1—._._‘Il”lljumj'll.]| lh._._.-L._.'L_J‘LLu-.IlI."|_H-..~JU|LJ’|I~._...,J'|__|LLJ\J LJ“ --‘||.~.‘_.ﬁ-::f..4h__J'L-..-.J|l_...nL.J'u\,iLJ\1"unh;uLJ[llJ'u\J'L._.JL.,JiL._.J __.Jl!.

@ Hz Stop B8 MHz
EBH 18 kHz #JBH 106 Hz sweep 48.75 5 (401 pts)

Figure 23: Spectrum for DPG output sinusoid of 30 MHz
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=5 Agilent  16:43:49 May 18, 2004

Ref @ dBm Atten 168 dB
Peak

I_I:I 0l

16

dB

Marker a
-30.000000 MHz
-b1.62 dB

an

U| I\J lﬂqlﬂl I] i'-"'lllill l” rl “ Ik I'Il'l '|'|' IWI" |'| 'llii |'r.-' S a |J|| ” i, fl]lfJi'L]L l'l h:lI“.ﬂ.h I-q

Figure 24: Spectrum for DPG output sinusoid of 40 MHz
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=5 Agilent  16:47:27 May 18, 2004

Fw’r B dBm Atten 1@ dB

Marker a
-44.300000 MHz
-7/0.99 dB

H“‘ “ }h !\\ "'||\|'HI ||'Iﬂ| wl l “J |.I'1H ‘IlL;-‘p IIU'!” 4 H'a"" Al 'IL‘II || "”Jlﬂ. ] 'I"nJh'll"l"hlrljhj’l

Stop 188 MHz
#\JEW 188 Hz 5 (401 pts)

Figure 25: Spectrum for DPG output sinusoid of 50 MHz
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Appendix D

Parsec Datasheets
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