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Terms of Reference

The following instructions were given to me by Professor iMiel Inggs on the 21st July 2004:

e Develop a SystemView simulator of a stepped frequency regiiem

e The number of frequencies, integration strategies shalldse the existing ground penetrating
radar (GPR) systems

e Real components imperfections are to be given.

¢ Implement an adaptable system that covers an arbitraryastdrstop frequency, use start fre-
guency of 1MHz and stop frequency of 100MHz.

e The frequency step size must also be adaptable, typicaliywath the FFT radix 2 algorithm,
use 32, 64, or 128 for the number of frequency steps.

e Assume a constant permittivity. = 6 for the propagation medium, assuming soil.

e Assumptions made during the simulation must be clearledtet the report.

The following instructions were given for the comparisonhad stepped frequency radar system with
the Impulse GPR radar system:

The gain of both the transmit and receive antenna must be seuial to one for both systems.

The propagation medium must be a straight attenuative b$8dB and zero time delay to
reduce simulation time.

The number of frequency steps must be 64 and 50 range profiissba taken per second.

Use an IF filter with a bandwidth of 100kHz. The ADC must be aitLl4b

The ADC must take 128 samples while the signal is dwellingamhdrequency. These samples
are averaged to produce a single IQ value.
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e The transmit signal power is 10 dBm and the receiver noisedigusdB.

The working simulation scripts, test results and the fingbreare to be submitted on the 19th October
2004.
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Synopsis

Research into stepped frequency continuous wave grourgtnaéing radar (SFCW GPR) has been
carried out since 1990 at UCT. However, this is the first st discusses the simulation of SFCW
GPR using SystemView. SystemView is a time domain systemlsitor environment for the design
and analysis of engineering, mathematical and scientiitesys. Frequency domain analysis of the
signals in SystemView analysis window is also possible.

A SFCW GPR system was simulated in SystemView. Various tngiher configuration were dis-
cussed and the variable parameter configuration was fourstl sngable and therefore was used for
the simulation. The variable parameter configuration wasidlomost suitable because of its easily
adaptable characteristics. When the variable parametdigooation was used, it was found that
transmitter frequency can be made to cover any arbitraguiacy range, by a simple mouse click.
Also the frequency stepsize and the number of frequency stepe automated when the increment
value was changed, in this configuration. For the simulatio& transmitter covered the 1-100 MHz
frequency band with the transmitter power of 10 mW.

The propagation medium, assumed soil with a constant velgermittivity, was simulated from a
simple attenuator. For a constant relative permittivityyas found that there is a linear relationship
between the attenuation and frequency. Therefore, thegreaind characteristics were simulated
based on the attenuation versus frequency relationshipetérddyne receiver architecture for the
1-100 MHz signal was simulated, to mix the signal to an IF of HaVand demodulate the signal.
Digitisation was performed by a 14 bit quantiser with a 2 Vtage span. The mean noise value
was found important for signal averaging in post process8ignal processing was not satisfactory,
even though the performance was better than the Impulse @B#ns. Zero-padding the range
profile in signal processing improved the high range resmiyprofile. Stacking was found difficult
in SystemView for the SFCW GPR, the machine ran out of memdrgmstacking was attempted.
Therefore the alternative was found to be Matlab. This wi®lé for future work.

The system performance was tested by comparing the SFCW G®Re tmpulse GPR. In terms of
the dynamic range, SNR, and transmit power, the SFCW pedioce was found better. Advanced
signal processing methods were recommended for the SFCuvthef shows its capabilities over the
Impulse GPR. Other recommendations include medium andhaateiture work.
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List of Symbols

A Amplitude [m]
B Bandwidth [Hz]
B;,;  Total radar bandwidth [Hz]
c Speed of light [m/s]
F Noise figure [dB]
f Frequency [Hz]
faa  AID sampling frequency [HZz]
1o Beat frequency [Hz]
fe Radar centre transmit frequency [Hz]
fr Lower frequency [Hz]
fo Start frequency
fs Frequency shift
fu Upper frequency [Hz]
Af  Frequency step size [Hz]
G, Antenna gain
Gy Transmitter antenna gain
G, Receiver antenna gain
H; Range profile transfer function
7 A positive integer
n Number of frequency steps
N Number of pulses or signals
Ny Output noise power [dBm]
P... Average transmitted power [W]
P, Peak transmitted power [W]
P 1 dB compression point [dB]
Ps Third-order intercept point [dBm]
R Range [m]
R,..: Maximum range [m]
Rynem Maximum unambiguous range [m]
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So

Twer

Output signal power [dBm]
Dwell time per frequency
Time [s]

Signal period [s]

Travel time [s]

Two-way time resolution [s]
Phase of the signal i [rad]
Phase difference [rad]
Range bin spacing [m]
Angular frequency [rad/s]
Wavelength [m]
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Nomenclature

A/D Analogue to Digital converter

Beamwidth The angular width of a slice through the mainlobe of the riaaligpattern of an antenna

in the horizontal, vertical or other plane.

BHR Bore Hole Radar

Burst Set of frequencies required to produce a synthetic rangéeopro

Coherence A continuity or consistency in the phase of successive rpdises.

CPI Coherent Processing Interval
CW Continuous Wave

DC Direct current

EM Electromagnetic

FFT Fast Fourier Transform

FM Frequency Modulation.

FMCW Frequency Modulation Continuous Wave.

GPR Ground Penetrating Radar.

| In-phase

IDFT Inverse Discrete Fourier Transform
IF Intermediate Frequency

IFFT Inverse Fast Fourier Transform.

LNA Low Noise Amplifier
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LO Local Oscillator

Narrowband Describes radar systems that transmit and receive wavefeith instantaneous band-
widths less than 1 percent of centre frequency (Taylor 2001)

Profile Contour of the target outline which is deduced from reflesigdals in a radar system.
Q Quadrature

Radar Radar Detection and Ranging.

Range The radial distance from a radar to the target.
RF Radio Frequency

RFI Radio Frequency Interference.

RRSG Radar Remote Sensing Group (UCT).

RX Receiver

SFCW Stepped Frequency Continuous Waveform
SFGPR Stepped Frequency Ground Penetrating Radar
SNR Signal to noise ratio

SRP Synthetic Range Profile.

SV SystemView

TX Transmit

Wideband Describes radar systems that transmit and receive wavsfatith instantaneous band-
widths between 1 percent and 25 percent of centre frequéiagyof 2001)
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Chapter 1

Introduction

1.1 Background to Study

It is essential to understand today’s scope of ground patiregrradar systems. Ground penetrating
radar (GPR) is simply a technology that cegeunderground. A ground penetrating radar sensor
is needed to provide information which will allow the usereixtract the geometrical and physical
properties of the targets that are buried or located bergepénticular surface [1].

In GPR radars, the more information the sensor capturegréaer the chance of solving the problem
of locating, detection and identifying subsurface featuard then possibly relate the data to some
physical phenomena. However, the information captureah filee target is limited by the properties
of the media, the dielectric permittivity and conductivity, ) . Most media will show increased
losses with increased frequency. This forces a practigat bn the maximum bandwidth of the
transmit waveform. Hence, in deciding what signal to traihsome must consider a waveform that
will maximize the information returned from the target.

Various researchers [1, 2, 3] have shown that the Stepped&ney Continuous Wave (SFCW) mod-
ulation offers greater bandwidth, transmit power, spéctatrol, sensitivity and dynamic range than
equivalent modulation systems. This is the motivation belthis thesis project.

1.2 Problems to be Investigated

The following problems will be investigated in this report:

1. The use of stepped frequency waveforms to obtain largerredar bandwidth and eventually
improve the range resolution, and
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2. The performance of a stepped frequency continuous wanendrpenetrating radar compared
to an impulse ground penetrating radar.

3. Stacking the radar signals to improve the signal to n@ise.r

The two systems will be simulated and basis of comparisoasstipulated in the terms of reference.
The simulation of the stepped frequency system will be donéhk writer and discussed in this
report. The reader is referred to a thesis by Guma et al [4t@isimulation of the Impulse ground
penetrating radar system.

1.3 Thesis Objectives
The three main problems to investigated quantify the thagsctives as to:

1. Create a SystemView simulation of a stepped frequenctiragus wave ground penetrating
radar

2. Obtain high range resolution profiles of the simulated BFGPR radar system

3. Compare the performance of the SFCW system to that of tpelsa GPR with and without
stacking.

1.4 Scope and Limit of the study

This thesis describes the design of a simulation of a Steppeguency Continuous Wave (SFCW)

Ground Penetrating Radar(GPR), using SystemView. Theesobthe thesis further includes com-

parison of Stepped-Frequency GPR radar with the impulse GB& system. The scope does not
however include the simulation of the impulse radar systéhe simulation of the impulse ground

penetrating radar system is tackled separately as a thregspby a fellow member of the Radar and
Remote Sensing Group (RRSG) at the University of Cape Towso Because of time constraints,

the simulation of real systems of the radar, are kept simpgleonrt being simplistic.

1.5 About SystemVievJ M

Chapter 1 of the SystemView’s user guide manual, which caolteined from the help menu of
SystemView (SV), describes SystemView as follows. “Syafew is a comprehensive dynamic
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system analysis environment for the design and simulafiengineering or scientific systems. From
analog or digital signal processing, filter design, congydtems, and communication systems to
general mathematical systems modeling, SystemView pesvédsophisticated analysis engine”.

SystemView is a time domain simulator, however, the powsifik calculator of SystemView allows
frequency domain analysis of the signals. In SystemViegdaystems can be easily simplified by
defining groups of tokens as a MetaSystem. A MetaSystem sifosingle token to represent a com-
plete system or subsystem. A simple mouse click opens a wisttowing the complete subsystem
contained in the MetaSystem.

1.6 Radar Background Theory

1.6.1 Definition

RADAR stands for RAdio Detection And Ranging. This acrongrfailing short of defining the scope

of today’s electromagnetic surveillance. Radar now inetudther important functions in addition to
detection and ranging. Modern high resolution radars peground mapping, and, more recently,
target recognition and imaging. Nonetheless, the basiatejugoverning the range at which the
target can be detected remains fundamental to modern radeynd5].

Most radars developed in the past were pulsed radars. Thdsesrhave a power and bandwidth
limitation. In overcoming the power and bandwidth limitats of the simple pulsed radar, alternative
waveforms were developed which allow mean power throughrtmesmission of longer pulses for
extending the range capability, yet retaining wide bandwidr high resolution. Radar systems
generating these waveforms are callddebandor high resolutionwhere fractional bandwidth of up
to 20% are possible. Stepped Frequency GPR radars are dneasslac systems.

1.6.2 The Radar Equation

Radars operate by transmitting pow@r, which is the mean radio frequency (RF) power in watts
from a transmitting antenna, which has antenna gainof G;. The power densityin Watts per
square metres) of a transmitted signal incident on a tafgetrge R isﬁ;gg. The target scatters
incident power in all directions including back to the radahe scattered power from a target of
radar cross sectiom; (in square metres) i ﬁg’ . The resulting reflected power density at the radar
receiver antenna i ﬁ;g X47rle X % The factor “L” compensates for the “loss “ in the signal powe
during propagation to and from the target. The receiverrargehas areffective aperturef Grﬁ

square metres, whetg, is thereceiver antenna gairgnd )\ is thepropagation wavelengto\ = ¢/ f
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in free space, where fis the frequency). The received sjgmaer P, from the point target measured
at the radar is given by the equation below

p - PthGT)\QO't
" (4n)’RAL

This equation is known as tliadar equatior{5]. The maximum range of the radar can be calculated
by
P.G,G,A\20, A

R = | (s FRTy BL (SN R)L

Most of the parameters on the right hand side of the abovetiequzan be controlled by the radar
designer, who is most concerned with finding the most appatgpvalues of the parameters to suit
the particular application. The reader is referred to [8,5]] for a detailed discussion and derivation
of this principle. Important equations governing stepfrediuency waveforms and ground penetrat-
ing radars are discussed in the next chapter. The radariequaéntioned above will be modified
appropriately for ground penetrating radar applications.

1.7 Plan of Development

This chapter is an overview of the thesis report. It has piteskthe thesis objectives, the thesis scope
and a brief definition of the radar term and the fundamentaj@aequation which is the backbone
of radar system design. Also presented is the problems tR& §/stems are facing, which is the
motivation for undergoing this study. We now give an ovewigf the next chapters of the thesis
report.

Chapter 2 starts with a summarised description of stepgegdiéncy continuous wave (SFCW) radars.
The chapter briefly describes how these SF waveforms aieedtand how they are used to obtain
distance information of the target. In section 2.3, the evrdescribes how SF waveforms are used
in GPR radars. This section describes in simple terms how@P&-radar operate and how a high
range-resolution profile is obtained using SF waveforms. iMpte manner for the modelling of
transmitted waveforms in a generally lossy medium is intcadl and simple equations relating to the
unambiguous range and the range-resolution are also udend The equations are used to introduce
the simulation requirements in terms of the system bandiwitie frequency step size, the number
of frequency steps and the relative permittivity of the @ggtion medium. The propagation medium
and the receiver specifications are also presented an@fulitussed in chapters 4 and 5 respectively.
The chapter ends with an extract from Noon [2] of the distorcbetween SFCW and FMCW. FMCW
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measure the travel time of a signal directly from the diffexin frequency (that is, the beat frequency,
fo = Bty/Tawen , Wheret, is the travel time of the signal arifl;,.;; is the dwell time) between the
receiver and reference paths. The IDFT is used to transfberdifferent beat frequencies of the
targets to a time profile where the travel times to the targetsvell resolved according to the FMCW
bandwidth. On the other hand, the stepped-frequency radasunes the travel time of the reflected
signals by measuring the phase difference between thevee@id reference paths at each frequency.
In-phase and quadrature samples must be taken at eachrfoyegiep to measure the phase.

The transmitter is discussed in Chapter 3. The transmgttdrd heart of a continuous wave system,
since the coherency of the transmit-receive signals da@tesrthe accuracy of the measurements
[ 8] . This chapter discusses the simulation design of thestratter of a stepped frequency ground

penetrating radar and its performance. It was noted that@areerous ways of simulating a stepped
frequency radar transmitter in SystemView. Two of theseho@s$ are mentioned in passing in this

chapter, however emphasis is given to the simulation thateh@sen for this project . The reader

must note that the design used for the transmitter is notaina the one described in most textbooks
[5, 6, 7, 9], but rather serves the purpose. In SystemVievetage ways in which most of the practical

design requirements (for instance, the actual frequenathsgizer block in the transmitter) can be

eliminated without losing the essence of the simulatiothihsimulation of the transmitter, the main

interest lies in the output of the transmitter.

The simulation of the transmitter can be summarised asvislloA stepped frequency continuous
wave transmitter was simulated. It has a start and stopémryuof 1 MHz and 100 MHz respectively.
Each frequency is transmitted for a millisecond, this is tviracall the dwell time per frequency. The
number of frequency steps takemiequal to 32 for a frequency stepsize equals of 3.2 MHz. Bath th
number of frequency steps taken and the frequency stepgisasily adaptable in SystemView. This
means to change the number of steps and the stepsize simpiya®retyping the correct values in
SystemView. This is one major advantage of using the TokearReter Variation method, instead of
using the two methods described in subsection 3.3.1 and. ’fBe maximum transmitted frequency
sets the sample rate of the transmitter system to 400 MHz.p&hermance of the transmitter was
evaluated by viewing the spectrum of the transmitted wawvefdAs required by the specification of
the simulation the transmitter power was 10 dBm, which isvedent to 10 mW. The spectral purity
of the transmitter was justified by the signal to noise rafi@ 10 dB at the output of the transmitter.
Phase noise was observed at the point where each frequesmoyesh Even though it does not satisfy
the definition of frequency jitter, it was observed that nibsegnals have power levels at 10 dBm.
This however was regarded as the only frequency jitter. itthe $pikes at the end of each dwell time
caused phase noise. This is however not frequency jittefigee 3.3. The frequency accuracy of
the transmitted frequencies was also observed from therspeplots and each signal was seen to be
located at its transmit frequency.

Chapter 4 discusses the simulation of the propagation megliwhich the transmitted signal prop-
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agates and the target is located. This chapter can be susetias follows. From the theory on
ground penetrating radar systems, it is generally diffitmitalculate the penetration depth as it is
a complex function of the ground characteristics. Theeftwo propagation medium simulations
were discussed, depicting both the simple ground modeltanceal ground characteristics. The first
medium was a straight attenuative medium with 10 dB loss. SBomend simulation of the medium
attempts to simulate the real behavior of ground charatiesi The second simulation was based
on the theory investigated by Noon et al [2] , that there iatrehship between the attenuation and
the frequency for a constant relative permittivity. An attenuation versus frequency curve (4.3)
can be simulated using filter models in SystemView to charas this behaviour of the propagation
medium.

Chapter 5 starts with a brief summary of receiver architestthat are available to the radar design
engineer. The reasons for the preferred architecture fdF@/& radar are explained. Section 5.3
discusses in great detail the simulation of the heterodgoeiver architecture. Each stage (RF stage,
IF stage and the demodulation stage) of the receiver simolé discussed independently, and the
selection of the components that were used is briefed. Taptehends with a section that shows the
performance of the receiver system. The performance oett&iver system was based on the output
SNR, the receiver dynamic range, and the minimum detectadfal (MDS). To avoid intermodu-
lation distortion, a diagram showing the noise and the sigoaer levels through the stages of the
receiver is included. The diagram ensures thaand P; are not exceeded.

Chapter 6 presents the results of the final simulated SFCW §Btem. In chapters 3, 4, and 5 the
performance of the transmitter, the medium and the recereee discussed and results with regard
to their performance were shown. For the transmitter, itfop@mance is investigated in section 3.6.
The propagation medium performance is shown in section®hé.receiver performance is tested in
section 5.4. Therefore those results are not repeatedschiaipter. This chapter mainly presents the
signal processing results. Signal processing was doneilabMappendix D shows the programming
code that was used to generate the range profile from the tidita guantiser. The system was tested
by measuring the response for various attenuators andngditte range profiles for each attenuation.
This means, the system is tested for different soil typesadterised by the attenuation. The results
are discussed in terms of the range resolution and the maxirange to the target. The concept of
stacking is discussed and the effects it has on the signaise matio. Further implications of running
multiple waveforms and lopping the simulation are shown.

The comparison of the SFCW GPR to the Impulse GPR systemasdadsussed in Chapter 6. For
comparison purposes, both the Impulse and SFGPR radansystere modified to have the same
parameters. The modification that was made to the existisigsyis described in section 6.2. Range
profiles of the two system are discussed in section 6.5. Bieétion briefly summarise the perfor-
mance of the SFCW GPR compared to the Impulse GPR. A briefisssan on how the number of
frequency steps influence the performance of the SFCW GP&taredhapter
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Conclusion and Recommendations on the performance oftihdation system are made in chapter
7. The expereinced gained in this thesis is used to make meemalations on the future work and
improvements that can be done to the SFCW GPR system sirdulate
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Chapter 2

Literature Review

2.1 Introduction

High range resolution has many advantages in radar. Apam fsroviding the ability to resolve
closely spaced targets in range, it improves the range acgureduces the amount of clutter within
the resolution cell, reduces multi path, provides higlel&son range profiles, and aids in target-
classification [9]. High range resolution techniques cagroeiped in three main categories: impulse,
conventional pulse compression, and frequency-step. \Bémds achieved in a different manner in
each category. In this report the writer investigates feeqy-step continuous wave radars. Radars
employing a stepped frequency continuous waveform ineréaes frequency of successive signals
linearly in discrete steps.

This chapter starts with a summarised description of sfEuency continuous wave (SFCW)
radars. The chapter briefly describes how these SF wavetmenattained and how they are used to
obtain distance information of the target. In section Zh&,writer describes how SF waveforms are
used in GPR radars. This section describes in simple termvsa®FGPR radar operate and how a
high range-resolution profile is obtained using SF wavetorAsimple manner for the modelling of
transmitted waveforms in a generally lossy medium is intcadl and simple equations relating to the
unambiguous range and the range-resolution are also udend The equations are used to introduce
the simulation requirements in terms of the system bandhwitie frequency step size, the number
of frequency steps and the relative permittivity of the @ggtion medium. The propagation medium
and the receiver specifications are also presented an@fulitussed in chapters 4 and 5 respectively.
The chapter ends with an extract from Noon [2] of the distorcbetween SFCW and FMCW.
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2.2 Stepped Frequency Continuous Wave Radar

Frequency-stepping is a modulation technique used toaserée total bandwidth of the radar. In
stepped frequency radars, the frequency of each signad iwakieform is linearly increased in discrete
frequency steps, by a fixed frequency step. Stepped fregueamtinuous waves are different from
stepped frequency pulses see the two theses by Langmandljoad [1] . In this thesis investigate

SFCW, hence the use of the word signal rather than pulse.

The waveform for a stepped frequency continuous wave raolasists of a group oN coherent
signals whose frequencies are increased from signalgttakby a fixed frequency incrementf .
The frequency of the Nth signal can be written as

fi = fo+iAf

where f, is the starting carrier frequency f is the frequency step size, that is, the change in fre-
guency from signal to signal, artd< 7 < n — 1. Each signal dwells at each frequency long enough
to allow the received returns to reach the receiver, sudwitbahave a stationary situation. Groups
of N signals, also called burst, are transmitted and received before any processing iateuk to
realize the high-resolution potential of the waveform. Dhest time, that is, the time corresponding
to transmission oN signals, will be called the coherent processing interv&Ij(9].

A stepped frequency continuous wave radar determinesndisiaformation from the phase shift in
a target-reflected signal. Stepped-frequency radar detesthe distance to targets by constructing a
synthetic range profile in the spatial time domain using tivelse Fast Fourier Transform. The IFFT
method is described in detail by Wehner [5]. The synthethgeaprofile is a time domain approxi-
mation of the frequency response of a combination of the amedinrough which the electromagnetic
radiation propagates, and any targets or dielectric iated present in the beamwidth of the radar [5]

If the transmitted signal for the Nth signalig cos27(fy + iAf)t, then the target signal return after
the round trip timg2R/c) is Ascos2m(fo + iAf)(t — 2£). The output of the phase detector can be
modelled as the product of the received signal with the esfez signal followed by a lowpass filter.
This is equivalent to the difference frequency term of thevabmentioned product. For real sampling
the phase detector output for tNéh signal isAcos¢y , and for the quadrature sampling itds /¢~

, Where

2R _ATfoR o AF2R,,
C

on = 2m(fo +iAf) T ¢

for a stationary target case. The first term of this equateprasents a constant phase shift. The
second term represents a shift in frequency during the reimtme. The second term is the multi-
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plication of the rate of change of frequen%& with the round trip time. The range is converted into
a frequency shiftf, . Thus it is possible to resolve and measure the range to et tay resolving
the frequency shift in the phase equation. The range to tgettaan be obtained by rewriting R in
terms of f, asR = gAlf x fs . The output of the phase detector is quadrature sampledlintmplex
samples. The DFT of N data samples resolves the range bifineteange bins of width;/2NAf .
DFT coefficients represent the target reflectivity of didfier parts of a range bin or an extended target
within a range bin. Plots of the magnitude of DFT coefficiearts often called high resolution range

profiles [9].

For a single target at a constant range , R, there will be allicleange in the phase for each frequency
step f; . The real and imaginary parts of the data will therefore mrisdidal with a frequency
corresponding to the phase unwrapping rate. Targets coskfurther away are expected to produce
respectively lower and higher phase unwrapping rates. &aeer is referred to appendix A of this
dissertation for a comprehensive treatment of the prieapISFCW radar. Rerefences [5, 6, 7, 2, 9]
also cover this principle in detail. Earlier work was doneHowvler et al [10].

2.3 Stepped Frequency Ground Penetrating Radar

Stepped frequency continuous waves used in GPR radarsragngoxeerful. This is because in ground
penetrating applications, large bandwidth is requiresteisg the problem of locating, detection and
identifying subsurface features as explained in sectittnAigure 2.1 shows a simple block diagram
of a stepped frequency ground penetrating radar. In peaetisignal generator generates a single
frequency pulse and the frequency synthesizer allows tlsefia-pulse frequency variation. A single
frequency is transmitted into the propagation medium ana ti If there is some discontinuity in the
dielectric property of the material, a fraction of the tnaitsed power will be reflected back. In the
block diagram, figure 2.1, a simple case of a buried objedtasve under a few meters of soil.
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Frequency Synthesizer

Transmit / soil
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I I(t) e / Ogjré%t
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T C Receive
Q)

Narrow Baseband
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Figure 2.1: A simple block diagram of a SFCW GPR radar, takemfNoon [2], redrawn by the
writer using Xfig.

There is a difference in the dielectric propestyof soil and the buried object, this difference is what
we generally call discontinuity. Therefore, the transedtsignal experiences attenuation when it
enters the medium and discontinuity when it propagates &oifrto the object. The reflected signal

is “picked up” by the receive antenna, and compared to thesinited signal, both magnitude and

phase measurements are taken. The complex frequency atfomis mapped into the time domain

by the Inverse Discrete Fourier Transform (IDFT). The tinoendin representation is what we call

the synthetic range-profile. Reference [9] discussesltleigry in detail.

2.4 Modelling Transmitted and Received Signals

TheHelmholtz wave equatiomhich can be derived from Maxwell’s equations for plane veguep-
agating through general lossy mediums used and is described by Langman et al [1] and Noon et al
[2]. A solution to the Helmholtz wave equation is the elecfield £(z), described by the following
equation:

E(z) = E,e"* = E,e e 752

E, is an electric field constant,is the propagation constant, which is made up of real andimaag
component: attenuation constantind phase constapt For different media, the Helmholtz wave
equation is exploited as described by Langman [1]. If thesmaitted signal is7, = E,e /%!, where

w is the angular frequencyu(= 27 f, wheref is the electromagnetic frequency). Since the interface

Document No. rrsg:00 25th October 2004
Document Rev. A Page: 29 of 90



UCT Radar Remote *‘”‘@”4 Department of
Sensing Group p s Electrical Engineering

has some complex reflection coefficiantThe received signal at a distance R beneath the surface is
given by

E )
Er _ Sd_zte(—QaR)e(]wt—QﬁR)

If more targets are present, the reflections will add up botmagnitude and phase. By stepping
through the frequency throughsteps and taking the Fourier transform, the individualdétsgan be
resolved. According to Kabutz et al [ 8], it has been shown the range bin spacing z based on
the Fourier series is

Az

C
NN

whereA f is the frequency stem is the total number of frequency steps|s the relative dielectric
constant (or relative permittivity) of the propagation med, andc is the speed of light. Kabutz [ 8]
further explains that the corresponding unambiguous rafg¢fee stepped frequency GPR radar in a
lossy medium is thus:

Runam = (n —1)Az

The range resolution is given by this code computes the geesample value per frequency for the
Q channel

%there should be 64 average values since there are 64 fr@gs@er channel

C

AR=———
2Biot\/Er

The required bandwidth to achieve this resolution and theswbiguous range is thus:
Btot = (n — I)Af

The equations described in this section are used to inteothe&simulation requirements in terms of
the system bandwidth, the frequency step size, the numifiexqpfency steps and the relative permit-
tivity of the medium. The modification of the radar equatiomtcount for the medium characteristics
is further discussed in chapter 4.
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2.5 Introducing Simulation Specifications

2.5.1 Transmitter Specifications
2.5.1.1 Bandwidth

In stepped-frequency continuous waves, the total radatvaiaith is wide but the instantaneous band-
width is narrow, since a group of narrow band continuous wave transmitted. A known relationship
between a waveform of width and bandwidth i3 = 1/7. Thus for large bandwidths, the pulse
width must be small. But to obtain high resolution, wide baitlih is necessary for SFCW GPR
radars. For this simulation, the required transmitter badth is the range 1MHz - 100MHz. In soil
with a dielectric constard. = 6, this 99MHz bandwidth provides a range resolution given by:

¢ 2998 x 10°
© 2Biory/Er 2% 99 x 106 x /6

AR = 618.15mm

This is high range resolution. The above-used permittisigstant value for the medium (soil) was
taken from the terms of reference. The simulation can béyesdaptable to a wide range of soil types
and resolution requirements, simply by solving for the mregolution above and adjusting the losses
in the simulation appropriately. That is, for a certain teon between targets buried in a medium
with a known permittivity, the bandwidth can be computed bgrranging the equation. Then the
simulation will be properly adjusted.

2.5.1.2 Frequency Stepsize

The frequency stepsizé\f , is the amount by which the frequency changes from signaigiaoat
Frequency stepsize is given by

6

Af = B /(n — 1) = % _ 39MH-
for n = 32, where n is the number of frequency steps taken. Tlaenbiguous range of the SFGPR
radar depends on the number of steps taken and the bandwitih 8ince a Discrete Fourier trans-
form is used on the received data only powers of 2 are takahjgin = 2*. For this simulation the
writer usedn = 2° = 32. The theoretical unambiguous range required for this speajfplication
can be found by calculating at what range the return form tgpder target in the lossy medium will
no longer be visible. The theoretical unambiguous rangetaioed to be:

c 2.998 x 108
Runam = 7(” - ) =
2B1oir/Er 2 x 99 x 1061/6

(32— 1) = 19.163m
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For purposes of the simulation and for most GPR applicat@tiseoretical unambiguous range of this
magnitude (219 m) is sufficient. Also this is the range where we begin tofele to differentiate
between two targets separated by a small distance whickiséassory for a GPR.

2.5.1.3 Transmitter Power

The transmitted powerP; , from a transmitting antenna is required to be 10 dBm. The géai
the antenn&-; equals 0 dB and the temperature of the antenna can be takeorastemperature
T, =T, = 290K , in Kelvin.

2.5.2 Propagation Medium Specifications

A propagation medium has an electric permittivitgnd conductivityr . A plane wave propagating
in the z direction into the medium can be described by the Heltn wave equation shown in section
2.4. The attenuation constant in the Helmholtz equatios expressed in Nepers per metre [Np/m].
However the ground material attenuation is expressed itbelscper metre [dB/m]x[dB/m| =
8.686a[Np/m|. Most media are low loss non-magnetic ( thatis- 1) media, and approximations
of the attenuation constant and phase constant for suctaraesli

188.50
o =
Ve
and
B = w\/ue,

wheres, = ¢/¢, the relative permittivity or the dielectric constant oftimedium. The phase constant
3 can be converted to a phase velocity- ¢/, /c,. It has been shown, [2] , that a constapacross a
frequency range results in a constant phase velocity amearlrelationship in the attenuation versus
frequency graph. For a permittivity. = 6, the phase velocity is8 = 1.2239m/s and the attenuation
constant isx = 76.955¢0 . This attenuation, caused by the ground, modifies the raglzaton by
e~4ef sych that the received power, assuming the far filed pattganaa,P, , is then given by

p - PthGr)\2O't€74aR
" (47)*RAL,

(W]

whereo; is the radar cross section of the targethe wavelength in the ground,, accounts for all
the losses in the system and R is the range to the target. @lae ¢ceoss section in this case can be
calculated from the permittivity change between the surding medium and the target as shown by
Noon [2] .
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However for our simulation purposes and for comparison foulse GPR purposes, the main require-
ment of the propagation medium is that it should attenuaesitpnal with an attenuative loss of 10

dB. Furthermore as already mentioned above the permyttdfithe medium can be assumed as a
constant value, = 6 .

2.5.3 Receiver Requirements
2.5.3.1 Bandwidth

The entire transmitted frequency range mustdcovered by the RF stage of the receiver. The RF
stage is where the frequency of the received waveform iegtial to the frequency of the transmitted
waveform. Too muclgainin the RF stage of the receiver can easily caaed@rationin the receiver
and eventually a loss in the dynamic rang&ain can be simply described as the amount of signal
amplification in the receiver architecture asaturation is simply a term used when a device has
reached the point where the output signal cannot go up in mafgnirrespective of the input. The
gain of the system must be evenly distributed throughouRRend IF stages of the receiver. The
Intermediate Frequency stage is the frequency stage betveseband and RF frequency stage.

2.5.3.2 Dynamic Range

It is a known fact that non-linear devices such as amplifiersegate spurious frequency components
at very high frequencies. In either case, these effects sehianum and maximum realistic power
range over which a given component or network will operatdessred. This power range is termed
the Dynamic Range Dynamic range can be divided intmear Dynamic rangeand spurious-free
Dynamic range.

Thelinear dynamic range is limited by noise at low end and by the 1dB aesgion point at high end,
thatis ,DR;, = P, — N,. Thespurious-fredDynamic range is the range where spurious responses are
minimal, it is limited by the noise at low end and by maximumwveo level for which intermodulation
distortion becomes unaccepathid?; = %(Pg — N, — SNR). The reader is referred to Appendix

A of this dissertation for a well summarised descriptionltd Dynamic range. The design of the
simulation was made to attempt to achieve a dynamic rangwa@iog to the ADC specifications as
follows.

2.5.3.3 Analogue to Digital Conversion

According to Farquharson et al [11] , the receiver dynammgesspecifies the number of bits required
by the radar sampling system. A 12 bit analogue to digitaleder can achieve a theoretical 65 dB
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signal to noise ratio (SNR), a 14 bit 77 dB SNR and a 16 bit 89 NR Sf the receiver dynamic range
is greater than that of the ADC, then the required dynamigeaill determine the requirements of
the analogue to digital converter. The user requested at OIS or quantiser, this ADC will yield a
theoretical 77 dB dynamic range of the receiver. Therefoeedynamic range of the simulation was
made to attempt to achieve this theoretical value. The samfiequency for the ADC is one mega
samples per second (1MS/s) and 128 samples per frequentypeiaken.

2.5.3.4 Typical Receiver Requirements

Furthermore, Pozer et al [12] reckons a well-designed vecenust provide the following require-
ments:

¢ High gain(~100 dB) to restore the low power of the received signal to elleear its original
baseband value

e Selectivity in order to receive the desired signal while rejecting eeljsa channels, image fre-
guencies and interferences

e Down-conversiorirom the received RF frequency to an IF frequency for praogss
e Detectionof the received analog or digital information

e |solationfrom the transmitter to avoid saturation of the receiver.

The simulation bears the above-stated requirements. Tiverwkplains in subsequent chapters the
methods used to meet these requirements and give reasoa thiese requirements were not met.
The next section summarises the simulation design reqemesnn table form.

2.6 Summary of Simulation Requirements

The following table summarises the above requirementdhiesgimulation must meet:
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| Parameter | Symbol | Formula | Value |
start frequency fo 1MHz
stop frequency fu 100.2MHz
total bandwidth By fu—fo 99MHz
number of frequency steps n 32
frequency step size Af Biot/(n —1) 3.2MHz
coherent processing interval CPI 32ms
dwell time per frequency Tawen CPI/n 1ms
range resolution AR ﬁ 618.15mm
maximum unambiguous range R..am m(n -1) 19.163m
time resolution (two way) At 1/Biot 10.10 ns
relative permittivity of medium ¢, 6
Transmitter Power P, 10mw
Analogue to Digital convertery ADC 14bit
Dynamic Range DR | 2(P,— Ny— SNR) || >77dB

Table 2.1: Summary of the 32 frequency step SFGPR simulegguirements.

These above mentioned requirements set a standard foraarsenulation. The calculated values
are used as basis for simulating both the transmitter andetteaver architecture. The next section
briefly explains the important distinction between a SFCdaraand FMCW radar system.

2.7 Distinction between SFCW and FMCW

The ability of the FMCW radar to sweep across wide frequerasydls and obtains high resolution is
attractive to GPR. However, due to its continuous natureCHWMradar has a major limitation of a
reduced receiver dynamic range. The IDFT is used to tramsfbe different beat frequencies of the
targets to a time profile where the travel times to the targetsvell resolved according to the FMCW
bandwidth. The FMCW radar instantaneously transmits acelves signals using two antennas. The
range sidelobes of the leakage signal between the two aageram " mask" the smaller signals re-
flected from deeper targets. Because of the continuousaattine waveform it is not possible to use
sensitivity time control commonly used in impulse radargtids have been investigated two cancel
the leakage signal in the FMCW receiver [13], however to titbar's knowledge the techniques does
not offer a practical solution for GPR, where the leakagaaligan change dramatically in amplitude
and phase with small variations in surface roughness.

Stepped-frequency radars are quite often confused with\BMEswept-FM radars because of their
linear frequency transmission, down-conversion in theiker and the IDFT performed on the sam-
pled data. There is, however, a technical distinction betwinese radar types. FMCW measure
the travel time of a signal directly from the difference ieduency (that is, the beat frequency,
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fv = Bt,/t; , wheret, is the travel time of the signal arifl;,.; is the dwell time ) between the
receiver and reference paths. The IDFT is used to transfoendifferent beat frequencies of the tar-
gets to a time profile where the travel times to the targetsvateresolved according to the FMCW
bandwidth. FMCW do not require the in-phase and quadratmgonents of the received signals to
reconstruct the time profile Taylor et al [9].

On the other hand, the stepped-frequency radar measuréstkétime of the reflected signals by
measuring the phase difference between the receiver agenek paths at each frequency. In-phase
and quadrature samples must be taken at each frequencyostegasure the phase. An IDFT is
then used as a matched-filter, to properly construct thehsgiged time profile [5]. This discrete
distinction is an extract from David Noon’s PhD thesis [2}tsen 1.2.1.

2.8 Summary

Concepts developed in this chapter can be summarised aw$ollA stepped frequency waveform
can be realised by linearly incrementing the frequency che# then pulses by a fixed frequency
stepsizeA f. The resultant stepped frequency waveform will have a baittw3 = Af(n — 1).
The return from a target at distance R from the radar will beeshin phase. A SFCW radar then
determines distance information from the phase shift inrgetareflected signal. The output of the
phase detector is

_AnfoR Af2R

2r———1T
c +7TT cZ

ON

The second term%% , represents a shift in frequency during the round trip tirhee range (or
distance) R is converted in the frequency sfijft The range to the target can be obtained by rewriting
R in terms off, asRk = gAlf x fs . The output of the phase detector is quadrature sampledinto
complex samples. The DFT of N data samples resolves the tangeto fine range bins of width,
Az . Plots of the magnitude of DFT coefficients are often calleghtresolution range profiles.
When the stepped frequency waveforms described above edeiruground penetrating radars, the
range bin spacing equation, the unambiguous range andrige rasolution are modified as shown
in section 2.4. The modified equations take into account tbargl characteristics. The simulation
specifications are well summarised in table 2.1, wherenfequals 32 the theoretical unambiguous
range is 19.163 m, for a constant relative permittivity & gmound ok, = 6 . The terms of reference
specifies an analogue to digital converter using 14 bit, Wwinieans the theoretical dynamic range
must be greater than 77 dB [11]. For completeness, Noorfardiftiation of SFCW and FMCW is
included [2] . The main difference between the two is, FMCWaswe the travel time of a signal
directly from the difference in frequency (that is, the b&aguency,f, = Bt;/t; , wheret, is

the travel time of the signal ang, is the dwell time ) between the receiver and reference paths.
On the other hand, the SFCW measures the travel time of trected signals by measuring the
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phase difference between the receiver and reference pgahstafrequency. In-phase and quadrature
samples must be taken at each frequency step to measureade e following chapters introduce
the simulation design using the above calculated parameWe firstly start the simulation design
with transmitter simulation discussed in chapter 3.
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Chapter 3

The Transmitter

3.1 Introduction

The transmitter is the heart of a continuous wave systeroeshe coherency of the transmit-receive
signals determines the accuracy of the measurements [ 8js chiapter discusses the simulation
design of the transmitter of a stepped frequency groundtpeimg radar and its performance. It
was noted that there are numerous ways of simulating a sidpgguency radar transmitter in Sys-
temView. Two of these methods are mentioned in passing snctiapter, however emphasis is given
to the simulation that was chosen for this project . The reaugst note that the design used for
the transmitter is not similar to the one described in mogbteoks [5, 6, 7, 9], but rather serves
the purpose. In SystemView there are ways in which most opthetical design requirements (for
instance, the actual frequency synthesizer block in thestrgiter) can be eliminated without losing
the essence of the simulation. In the simulation of the tratter, the main interest lies in the output
of the transmitter.

3.2 Frequency Synthesizer Design

In practise a frequency synthesizer is the ideal SteppeguErey Continuous Wave transmitter in
terms of frequency stability and reproducibility [5, 8, 9]The frequency can be made highly sta-
ble and accurate at the cost of increasing complexity. Taggh has been widely used in stepped
frequency radar and is very successful. However simulaifigquency synthesizer can be time con-
suming for this project, therefore alternatives have baeestigated. For reasons mentioned above, a
less time consuming simulation was used and the synthasiregntioned here for completeness.
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3.3 Various Transmitter Simulation Designs

There are various ways one can simulate a stepped frequadaytransmitter in SystemView. These
methods are briefly described below and depending on thersddowledge of SytemView, im-
provements can be made. The project supervisor, Professbtiall Inggs, suggested these different
configurations of the transmitter design, except wheredtat

3.3.1 Staircase waveform mixed with a Voltage Controlled Qsllator

e By creating a staircase waveform with the number a stepsl ¢guae number of frequency
steps. Then driving the input of a Voltage Controlled Osatdf with the staircase, a stepped
frequency continuous wave can be realised. The staircagefeven can be produced by com-
bining a number of step functions shifted in time. An Altdima to producing a staircase
will be to use the custom token from the Function library aefiree an algebraic equation for
the staircase of interest. A Voltage Controlled Oscillatan simply be realised by appropri-
ately defining the Frequency Modulation (Fm) token of Syafmw, this operation is briefly
described by the help document of SystemView.

Disadvantages of this configuration

There are three major disadvantages of this configuratiost, Eo generate the staircase, eithastep
functions need to be combined to obtaisteps in the staircase, or some complex algebra has to be
integrated to achieve the desired number of steps in theasa if the custom token is used. Secondly,
the start and stop time, that is, the dwell time, for eachueggy is difficult to set accurately. Thirdly,
voltage controlled oscillators normally produce lots ofrhanics which can result in the drift of the
carrier frequency. Suppression of the frequency drift] vaéfuire extra time for the phase-locked
loop design. Phase-locked loop systems are available ite@ysew but their analysis needs careful
thinking.

3.3.2 Matlab in SystemView

e The second configuration will be to write a Matlab code thaidpices the stepped frequency
continuous wave and use the code as an input to a SystemVstensy Incorporating Matlab
into SystemView is found in the C++ link in SystemView. Thandiguration was suggested by
Guma Kahimbaara, a member of RRSG.
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Disadvantages of this configuration

With Matlab being another complex programming language ntm-programmers or design engi-
neers not familiar with Matlab, creating a Matlab code thamgates a stepped frequency is difficult.
This is one major drawback of this configuration. Howeverdesign engineers familiar with Matlab,
this operation can be fairly easy and this configuration aa ood option. However, linking Matlab
into SystemView can be a thought provoking process.

Advantages of this configuration

If the code for a stepped frequency waveform is correctlytisysised, a powerful stepped frequency
generator can be realised. This is because, the Matlab @dbecaccurately programmed without
any frequency errors, such that the stepped frequencyldigea specific unchanging start time and
stop time. The frequency transition at the end of each dive# tan be made extremely smooth and
accurate, avoiding errors associated with frequency unacy.

Other methods are also available, but those are left outismtilesis. The writer now describes
the configuration used to simulate the stepped frequencyncaus waveforms and eventually the
transmitter.

3.4 Stepped Frequency Continuous Wave Generation

Since this project has time constraints, the disadvantaggsciated with the above-mentioned meth-
ods cannot be tolerated. They can waste a lot of time andftitereot desirable in this project. The
transmitter simulation used is discussed in this sectidre §imulation of the transmitter is divided
into two parts. The first part discussed is the generatiomefstepped frequency waveform. The
second part is the transmit antenna.

A far less time consuming configuration, was the use of thealdde Parameter Editing token found
under Tokens in the SytemView horizontal toolbar. By speeg the number of system loops in the
variable parameter specification window and the variablesghvalue had to be change after every
system loop (in this case, frequency ), a desired steppgddrey signal was obtained.

Simple SystemView Method of Stepped Frequency Simulation

To generate a stepped frequency wave simulation with= 1M Hz fy = 1002MHz Af =
3.2M H z andn = 32 frequency steps. The writer started with a sinusoid atHzMnd 10 mV, from
the Source token. In the system window under Tokens, the Navahe Token option was selected.
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A New Variable Token Specification window appeared, in thisdew the frequency of the sinusoid
was selected as a parameter whose value was going to beleatiaing the simulation execution.
SystemView calls the number of frequency steps, the numbkrops. Thus 32 was used for the
number of loops. The frequency step size valiv¢ was specified under Auto Increment Parameters.
Clicking on increment automatically stepped the frequdmgyhe specifiedd f , value from signal

to signal. The increment button also automatically set thplaude of all signals at the same value
of 10 mV. However the order is important, number of loops fits¢ frequency increment value, then
increment.

To control how long each signal was transmitted before ngpwim to another frequency, that is, the
dwell time, the writer used the system time window. The dwmlist be equal to the stop time. To
avoid the dwell time from changing, the start and stop timeavi@cked. If the start and stop times are
not locked, then changing either the system sample rateeantmber of samples will change the start
and stop time as well. If the maximum frequency in the simaiaisf , then make the sample rate four
times f, this is a special requirement by SystemView. For this satioh the system sample rate was
400MHz. The above-described SV operation completed theedkestepped frequency continuous
wave generator.

A note on the stop time

For this simulation, each frequency in the waveform wassimaitted for T = 1ms allowing at least a
thousand cycles of each frequency to be transmitted befeppisig into another frequency. It was
important to specify a stop time larger thaff;, for eachf; transmitted, to ensure that the entire signal
bandwith was transmitted. For instance, for this simutafip= 1M H z implying that7; = 1000ns,
therefore the stop time must be more than a thousand nammsetm be able to transmit the entire
fo signal. A dwell time equals one millisecond is sufficient blow also the transmitted signal to be
received before moving on to the next frequency. This dvilétyields a total transmitting time (or
CPI) of 32 ms. To avoid using the output of the previous loapfi@quency step) as the input to the
next loop, the Reset System on loop condition was set in thesytime window. It was noted that
the number of loops in the system time window, was alreadygbd to 32. This was because the
number of loops was already specified in the New Variable idkeecification window. Again the
order is important.

Advantages of this Configuration

The following are the advantages of using this configuratitosimulate a stepped frequency contin-
uous waveform in SystemView:
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1. To the writer’'s knowledge, this is the most simple and teswsanding method of generating the
SFCW waveform in SystemView.

2. The technical facts involved in generating a SFCW areielted without any loss in the in-
tegrity of the output signal. The technical facts might beysating frequency synthesisers, or
voltage controlled oscillators which is eliminated by timsthodology.

3. The simulation is highly adaptable, that is, the numbdreafuency steps can be easily changed
by simply changing the number of system loops. This is theomajlvantage of using this
method compared to others. Also, the frequency stepsizéeaasily changed by redefining
the increment value in the variable parameter token

3.5 Transmit Antenna Simulation

The simulation of the transmit antenna was kept simple. Rifwentheory of antennas it is known
that antennas would provide a gaif) of certain magnitude to the transmitted signal. The gain of
an antenna is given b§, = Aei—’; . A, is the effective aperture area of an antenna, related to the
directivity of the antenna, andl is the operating wavelength of the antenna. Most antenrfzavbe
differently, but there is one common factor in them. Theypadlvide a certain gain to the signal and
to the writer knowledge, almost all the time introduce nage the signal.

For the simulation of the transmit antenna, a filter model wsed to simulate the behavior of an
antenna at the frequency range of interest. The gain of ttesmaa was made 0 dB for the frequency
range of 1-100.2 MHz. A three-pole Butterworth Lowpass litditmpulse Response (IIR) filter with
a cutoff frequency of 100.2 MHz was designed. The gain velr@egiency plot of this filter design
shows a constant gain of 0dB from 0-100 MHz. The noise thaatitenna introduces was simulated
thermal noise at 300 K added to the signal. Not all antenniamlyg just amplify the signal, signal
attenuation in some of the antennas takes place. The readsferred to [12] chapter 4, page 131,
about practical antennas. The RF and Analog library att®nweéas used to simulate the attenuation
introduced by some antennas. The block diagram showing hewdise, the attenuator and the filter
model are connected in the system is shown in figure 3.1 . ThB8Wiew diagram of the simulated
antenna can be found in Appendix B.

3.6 Transmitter Performance

The performance of the transmitter was analysed by viewiadrequency spectrum of the transmit-
ted signals from the antenna. This was done by sweepingdhsertitter over the entire frequency
range, and observing the power spectrum of the transmigedls. It is known from theory that, the
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Figure 3.1: Block diagram of an antenna showing how diffetekens are connected.
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Figure 3.2: Power spectrum for the transmitted signal at zMH

power spectrum of stepped frequency waveforms in the freguéomain looks like a train of spikes
(or dirac deltas). Each spike in the train is located at egeggal frequency, that ig, = fo + iAf.
This fundamental theory was used to test the performandeedfansmitter. Shown in figure 3.2 , is
the spectrum for one transmitted signal at 1 MHz.

The observed spike for the power spectrum is located at 1MHe.difference between the location
of the spikes isAf = 3.2M Hz . The power spectrum plot indicates an average 10 dBm value of
the transmitted power, which is equal to the 10 mW. Furtheemioot all the signals have the same
transmitter power of 10 dBm, but this cannot be regardedeagiency drift. Therefore, the generated
SF wave has no frequency drift, even though some signals tlexaatly have a power level at 10
dBm.
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3.6.1 Spectral Purity

The enlarged version of the power spectrum of the transdstiespped frequency waveform is shown
in the figure 3.2 . It serves to show the purity of the spectriifach transmitted signal stands out
from the noise and peaks at the carrier frequency. It is &opdrom this figure that the transmitted
waveform has a power level of 10 dBm at 1MHz and at most fregesn Some frequencies are in
the 10 dBm vicinity throughout the entire bandwidth of 99 MHz

The signal to noise of the stepped frequency is the best wegsbihg for the purity of the signal. The
statistics button in the Analysis Window of SystemView pd®s useful information about the win-
dows open in the Analysis Window. It provides the mean vafub@noise in dBm and the minimum
and maximum value of the signal in dBm. By taking a differebetween the signal and the noise,
we obtain the signal to noise ratio of the stepped frequerayeform. For the transmitted stepped
frequency waveform, the maximum signal value, after thesinat antenna described in section 3.5,
is S = 10dBm. The mean value of noise IS = —79.3dBm. This gives a signal to noise ratio of
S/N = 89.3dB. This is a good signal to noise ratio at the transmit side oflaraystem.

3.6.2 Phase Noise

The time domain plot of the transmitted stepped frequencyeteam depicts little unwanted spikes
(pointed with an arrow in figure 3.3 ) which represent the sudgequency changes at the end of each
dwell time. This sudden change in the frequency resultsenstidden change in the phase, which
causes phase noise. Figure 3.3 depict the continuous wavefiothe end of the first transmitted
signal and beginning of the second signal.

3.6.3 Frequency jitter

Kabutz [ 8] , defines frequency jitter as any unwanted phemantieat was observed on the transmit
frequency. To have a clear vision of the frequency jittewat required that the power spectrum of
one signal be taken, enlarged and observed over the dwell3igh Even though it does not satisfy
the definition of frequency jitter, it was observed that nibsagnals have power levels at 10 dBm.

This was regarded as the only frequency jitter. The littikespat the end of each dwell time caused
phase noise. This is however not frequency jitter see figilge 3

3.6.4 Range-Profile Distortion Produced By Frequency Error

It is important that frequency accuracy be achieved. Adogrtb Wehner et al [5] , any frequency
deviation fromf; = f, + ¢Af results in distortion of the synthetic range profile. Howeaeconstant
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Time Domain Representation of SFCW
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Figure 3.3: Time Domain Representation of the transmitfe@\§ waveform

error in the frequency over the measurement bandwidth doedegrade the range resolution and
the unambiguous range since these two quantities do nondepethe actual frequencgéde their
respective equations abova)t rather on the total radar bandwidth. An erroNii will cause a limit

in the dynamic range of the synthetic range profile after Fastrier Transform (FFT) processing.
This is because the magnitude of the synthetic range prdfilenge R and zero target velocity is
defined by

sin(my)

By = |—
i n.sin(my/n)

wherey = *Q"fmf + ¢ and a positive intergeris 0 < i < n — 1. Wehner et al [5] , further explains
how to ensure frequency accuracy using a standard deviatbnique, however this is not necessary
in this simulation since SytemView ensures frequency aamuby allowing the user to preset the
desired frequency values before running the simulationes€hfrequency values are not changing
during the simulation as shown by the plots above.

3.7 Summary

The simulation of the transmitter can be summarised asvislloA stepped frequency continuous
wave transmitter was simulated. It has a start and stopémryuof 1 MHz and 100 MHz respectively.
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Each frequency is transmitted for a millisecond, this is tmlia call the dwell time per frequency.
The number of frequency steps takemisqual to 32 for a frequency stepsize of 3.2 MHz. Both the
number of frequency steps taken and the frequency stepsisasily adaptable in SystemView. This
means to change the number of steps and the stepsize simpiya®retyping the correct values in
SystemView. This is one major advantage of using the TokearReter Variation method, instead of
using the two methods described in subsection 3.3.1 and. ’fBe maximum transmitted frequency
sets the system sample rate to 400 MHz, this is a speciali8yste/ requirement. The performance
of the transmitter was evaluated by viewing the spectrurh@frtansmitted waveform. As required by
the specifications of the transmitter simulation, the tnaitter power was 10 dBm, which is equivalent
to 10 mW. The spectral purity of the transmitter was justifigdhe signal to noise ratio of 110 dB at
the output of the transmitter. Phase noise was observe@ gidint where each frequency changes.
Even though it does not satisfy the definition of frequentteij it was observed that not all signals
have power levels at 10 dBm. This was regarded as the onlydrezy jitter. The little spikes at the
end of each dwell time caused phase noise. This is howevdratptency jitter see figure 3.3. The
accuracy of the transmitted frequencies was also observed the spectrum plots and each signal
was seen to be located at its transmit frequency.
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Chapter 4

The Propagation Medium

4.1 Introduction

The propagation of electromagnetic energy is the key phl/pltenomenon that makes wireless com-
munication possible [12] . The medium in which these elentagnetic waves propagate is investi-
gated in this chapter. The writer characterise the propagatedium into a simple model. The word
medium in this report will mean the propagation medium. Tineusation of both the simple model
and the real ground characteristics of the medium are dscusSince a GPR system simulation is
being described in this report, the medium is the subsurtadee more exact, simple ground soil.

GPR radars operate by transmitting electromagnetic wawestie ground, to obtain information
about the subsurface features. According to Noon [2] , GRRprance is expressed in terms of two
interdependent characteristiecsaximum penetration depamddepth resolutionFor GPR, maximum
penetration depth relates to the maximum depth at whichiadbtarget can be detected, and the depth
resolution is the minimum separation in depth between tweebduargets that can be detected. The
penetration depth is difficult to calculate as it is a comiexction of the ground characteristics [2].
However estimates can be made from simple ground modeds;hlapter discusses the simulation of
these simple ground models.

4.2 Background

GPR is a geophysical method that has been developed oveasthi¢hirty years for shallow, high-
resolution, subsurface investigations of the earth. GRR akectromagnetic waves (generally 10MHz
to 1000MHz in practise) to acquire subsurface informatibf].[ Electromagnetic waves are radiated
from a transmitting antenna and travel through the matatialvelocity determined by the electrical
properties of the material. As the wave spreads out andlgraasvnward, if it hits a buried object
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or boundary with different electrical properties, thentfdithe wave energy is reflected or scattered
back to the surface, while part of it continues to travel deward as shown in figure 4.1 . These
electrical contrasts results in losses of the signal strertpe medium that causes these losses is

simulated below.

Ground Penetrating Radar

data control data
storage unit display

Transmitter Receiver

Soill

Buried Qbject 4,_,—,—,—,—‘

= Scattered energy

[eubis xJ
W

Bedrock

Figure 4.1: Schematic diagram of GPR System

4.3 Simulation of the Propagation Medium

There are two simulations for the propagation medium thaewleveloped. The first simulation was
a straight attenuative medium with a loss of 10 dB and a timke@yde. The second medium was the
frequency dependent medium, which is the real medium of a,Giaiplified. The second simulation
is only discussed in this report, no test are conducted. Simsilation attempts to simulate the real
behavior of ground characteristics. The two media are destihbelow. Both ideas of the medium
come form the writer.
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Figure 4.2: The block diagram of an attenuator

4.3.1 Simple Attenuative Medium

When a signal enters the medium, it gets attenuated as egglaibove. This medium bears only
this fact in mind about the medium. In SystemView the reagisgnal was delayed by12.5us.
The signal was then attenuated by an attenuator from the i#i@g library of SystemView. The
attenuator was set to have the desired value of 10dB. Theromse which accounts for the noise that
is picked up the signal as it propagates to and from the tavgstalso added. The default value of
300K for the noise was taken for this token as its noise figaitefined by the noise temperature that
is close to room temperature. The block diagram of figure Had@vs how the tokens of SystemView
are interconnected. The SytemView diagram is includedenAppendix B figure B.2.

4.3.2 Frequency Dependent Medium

The frequency dependent simulation of the medium atteroiitulate the behavior of ground char-
acteristics. In the simulation of this medium the followimgsumptions were made. Electromagnetic
waves travel at a specific velocity determined primarily bg electricapermittivity ¢ , of the ma-
terial. Permittivity is the property that describes thelighbbdf a material to store electric energy by
separating opposite polarity charges in space. Relatelealric permittivitye, (previuously called
dielectric constant) is the ratio of the permittivity of a te@al to that of free space. This quantity is
of great importance in ground penetrating radars. Consigésine wave propagating through a linear
homogeneous and non-dispersive medium which can be chasat by its complex permittivity,
and its complex conductivity . The attenuation caused by the ground modifies the radatiequmsy
e~4ek such that the received power, assuming the far filed patteganaa,P, , is then given by

p — PthGr)\QO'te_4aR
" (47)3RAL,

(W]

wherea = % is the attenuation constant of the propagation medium. Eneittivity constant

for the medium of our choice was 6. Therefore, the attenoatmnstant isx = 76.9550. It is
therefore obvious that the attenuation of a medium inceeasth its conductivity. In general soil
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Attenuation vs Frequency
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Figure 4.3: Attenuation versus frequency plot showing thedr relationship.

permittivity vary with frequency. Noon et al [2] , page 32 shshown that a constant permittivity
across a frequency range in the GHz region results in a lireationship in the attenuation versus
frequency graph. This fact was used to simulate a model ®ntédium such that for the frequency
range of this simulation, there is a linear relationshipvgetn the attenuation and the frequency. The
attenuation versus frequency plot taken from Noon [2] isxshim figure 4.3.

In SystemView, from the Operator library a linear systenefiikan be designed. This can be done
by designing a custom FIR filter from the filter design choicEhe points of the design can be
approximated with the attenuation versus frequency plotvshn figure4.3.

To implement the design the following can be done in SysteawVEtarting from the operator library,
then chose the linear system filters. The linear filter syst@mdow has choices of the type of filter
one wants to design, chose the custom filter. Remember tistgi8Yiew is designing a filter but this
filter is the ground characteristics simulation. Entering attenuation values for the y-axis and the
frequency for the x-axis completes the design of the behaifithe medium.

4.4 Performance of the Propagation Medium

The performance of the simple delaying and attenuating mmeds conducted in chapter 6. The
effects of the medium are shown at the output of the receitenaa as the received signal. The
performance of the frequency dependent medium is showmvbelo
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4.4.1 Frequency Dependent Medium

Since this method was not required for this project, peréoroe testing was not done. This simulation
is mentioned as a recommendation for the real ground clegistats.

4.5 Summary

This chapter can be summarised as follows. From the theograind penetrating radar systems,
it is generally difficult to calculate the penetration depthit is a complex function of the ground
characteristics. Therefore, two propagation medium satiris were made, depicting both the simple
ground model and the real ground characteristics. The feeslimn was a straight attenuative medium
with 10 dB loss. The second simulation of the medium attethptesimulate the real behavior of
ground characteristics. The second simulation was bas#tedheory investigated by Noon et al [2] ,
that there is relationship between the attenuation and&ggiéncy for a constant relative permittivity
g, . A attenuation versus frequency curve can be simulatedyugter models in SystemView to
characterise this behaviour of the propagation medium. perrmance of the simple medium is
shown in chapter 6 and the frequency dependent medium pwafare is not discussed in this report.
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Chapter 5

The Recelver

5.1 Introduction

This chapter introduces the receiver simulation. A welligiesd receiver will have a high gain to
restore the low power of the received signal to a level neapitginal baseband value. It must
also provide selectivity in order to receive the desiredaigvhile rejecting adjacent channels, image
frequencies and interferences. Lastly, it must providatgmn from the transmitter to avoid saturation
of the receiver [12]. The design of the receiver below stiteemeet all these requirements of a well
designed receiver.

The chapter starts with a brief summary of receiver archites that are available to the radar design
engineer. The reasons for the preferred architecture fdF@/& radar are explained. Section 5.3
discusses in great detail the simulation of the heterodgoeiver architecture. Each stage of the
receiver simulation is discussed independently, and tleetsen of the components that were used
is briefed. The chapter ends with a section that shows tHernpeance of the receiver system. The
performance of the receiver system was based on the outdrt 8 receiver dynamic range, and
the minimum detectable signal (MDS). To avoid intermoduoladistortion, a diagram showing the
noise and the signal power levels through the stages of tegver is included. The diagram ensures
that P, and P; are not exceeded.

5.2 Receiver Architectures

There are various receiver architectures that can be dsgidgrhe choice of which one to use lies on
the particular application and advantages. For a SFCWmsyshe heterodyne receiver architecture is
the best [1]. The homodyne architecture and the heterodyiecture are briefly discussed below.
The advantages of using a heterodyne architecture arevee.gi

Document No. rrsg:00 25th October 2004
Document Rev. A Page: 52 of 90



UCT Radar Remote *‘”‘@”4 Department of
Sensing Group p s Electrical Engineering
fC
Tx
ﬁ/ x
90°
X~ G0—
/\/ /\/
/\/ /\/
T Il
I Q

Figure 5.1: Block diagram of a Homodyne Architecture. Thisife was taken from [1], and redrawn
by the writer using Xfig.

5.2.1 Homodyne Architecture

The homodyne receiver also called tieect conversioneceiver uses a mixer and local oscillator to
perform frequency down-conversion with a zero IF frequeocypC as shown in figure 5.1 below.

The local oscillator is set to the same frequency as the rratel signal, which then converts it

directly to baseband. Langman [1] explains that the homedyas fundamental limitations which

limit its use in the development of low cost and high perfonceaSFCW GPR’s. These limitations
include:

1. The filtering of the RF harmonics across a wide transmitiaaith

2. The demodulation of the received signals to extract thgliude and phase information

These problems cannot be neglected and are difficult to sfteetively. This being the reason for
the heterodyne system preference.
5.2.2 Heterodyne Architecture

By far the most popular type of receiver today is theper heterodyne receivashown in figure
5.2. A heterodyne radar architecture synchronously detbetradar returns by mixing the received
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signal down to an intermediate frequency (IF), and in so glevercome all of the limitation of the
homodyne system. Practically this radar architecture gesldiltering of the harmonics at the RF
to a simpler problem of filtering the harmonics at IF. Extmagtthe | and Q values from the IF can
be achieved digitally, by direct IF sampling and quadratiesmodulation. The reader is referred to
Langman et al [1] ,(pg 137-141), for more details on the hoynedand heterodyne architectures.

1 =100 MHz.

| Tx
L.O l
90°
2-101MHz
0 0 - 99MHz
BPE
~ ] — 100MHz
I IMHz |~ o
Z |/~ | & higher
products

Figure 5.2: Block diagram of a heterodyne architecture.

5.3 Heterodyne Receiver Simulation

For reasons explained above a single conversion heteratghéecture was simulated. The block
diagrams of figure 5.2 and figure 5.3 shows the values that wgsé for the simulation. The receiver
simulation design can be split into three interdependegfest as follows:

¢ the Radio frequency (RF) stage, and
e the intermediate frequency (IF) stage.

¢ the demodulation stage (discussed in section 5.5)

Figure 5.3 shows these three stages in block diagram forne. tAilee stages are briefly discussed
below and their simulations presented subsequently.

5.3.1 Radio Frequency (RF) Stage

The RF stage of a heterodyne receiver typically consist ofrarioise RF amplifier and preselect
bandpass filter. Apreselectfilter is usually placed ahead of the first RF amplifier, sethie RF
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Figure 5.3: Block diagram of the Receiver chain.

tuning range of the receiver. The function of theeselectfilter, amongst others, is to reject out-
of-band interference, which is particularly important foeventing strong interference signals from
saturating the RF amplifier or mixer. The noise figure of thisrfimust be kept as low as possible, in
order to reduce the total noise figure of the system. This sidancutoff characteristics of this filter

will not be sharp, and therefore will not provide much rej@atof the image frequency.

5.3.1.1 Simulation of the Radio Frequency Stage

Preselect Bandpass Filter

To simulate this stage of the receiver, the above theory wed.uSince the received signals from the
receive antenna cover the frequency range from 1MHz to MAZ giving a spectrum of 99.2MHz.
The preselect bandpass filter was made to have a low cutoffiérecy of 950 kHz and high cutoff
frequency of 101.2 MHz, which is a bandwidth of 100.25 MHzisTiiter was design to have a gain
of 0dB and 2 dB insertion loss, to avoid amplifying the noisd anage frequencies. A Butterworth
3 pole filter was used. This is because not a very sharp cutadf meeded in this stage, only the
maximally flat response that it provides was of interest.

Low Noise RF Amplifier

For the frequency range of 1MHz up to 100 MHz, a suitable lowt @mplifier to use in the RF
front-end is the GALI-52 Mini-circuit monolithic amplifigll6]. The specifications of this GALI-52
amplifier are as follows:
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| Frequency(MHz) Gain (Min) | Output (LldBComp.) Noise Figure (dB) IP3 | Power Max.|
T — 11 G(dB) dBm dB @Bm)| P(MmW)
DC-2000 16 15.5 2.7 32 350

Table 5.1: GALI-52 Low Noise RF Amplifier Specifications

The noise figure of the receiver is primarily dependant onribise figure of the first stage [17].
However if the gain of the first stage is not sufficient, a higise figure of the successive stage will
increase the receiver noise figure significantly [6, 7].

5.3.2 Intermediate Frequency Stage

In the IF stage, the bandpass filtered output of the low-naisplifier is down-converted to an in-
termediate frequency. A reference of the transmitted #egy is mixed with the local oscillator
frequencyfr, . This RF mixing signal is then used to drive the receiver mixéhus the received
frequencyfr, is mixed by fr, + fro , the transmit frequency offset by the IF frequency. The outp
of the receiver mixer will consist of the two difference teradded at the IF and the two sum terms
which are rejected by the IF filter. The local oscillator, trensmitted and received frequencies for
the simulation are shown in figure 5.2.

5.3.2.1 Simulation of the Intermediate Frequency Stage
Down-conversion Mixer

The theory above was used to down-convert the RF signal t&af 1 MHz. The mixing system
consisted of two monolithic mixers. ADE-3L Mini-Circuitsirers were used for both the reference
mixer and the receive mixer.

For the reference mixer: A local oscillator at 1 MHz was mixeth a reference of the transmitted
signal at the frequency range of 1-100 MHz. The referenceendkoice, took into account that, the
performance of a mixer starts to deteriorate towards theufypquency range. In Mini-Circuits,
the conversion loss of the mixer was specified to have an geeyfi6.6 dB.The performance of the
receiver system was based on the output SNR, the receivarmdgnmange, the MDS The frequency
range was specified as 1-100 MHz for the LO/RF ports and DCMIA@ for the IF port. The RF port
of the reference mixer was at 0 dBm . The local oscillator p@$ at 10 dBm , thus a local oscillator
power of 10 dBm was specified in Mini-Circuits.

For the receive mixer: this mixer was driven by two sidebandh® local oscillator port and the re-
ceived signal at the RF port. The RF port was connected toutpibof the GALI-52 low-noise front
end amplifier. The output of this mixer, that is the IF signeds at 1 MHz and higher frequencies.
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| Frequency MHZ| Frequency MHZ Conversion Loss LO-RF Isolation| LO-IF Isolation |

LO/RF IF Mid-Band dB dB
0.2-400 DC-400 6.5 50 50

Table 5.2: ADE-3L Mini-Circuits Mixer Specifications

| Frequency(MHz) Gain (Min) | Output (1dBComp.) Noise Figure (dB) IP3 | Power Max.|
fu—1fo G(dB) dBm dB dBm mw
DC-3000 17 12.7 3.7 27 330

Table 5.3: VAM-93 Mini-Circuits IF Amplifier Specifications

The same reference mixer specifications were used for tleéveemixer. The specifications for the
mixer are as shown in table 5.2.

The IF Filter

The output of the receive mixer was filtered by a bandpass $ilteh that the higher frequencies were
rejected. The output of the filter was a signal with a carmmegfiency at 1 MHz. A filter with a
bandwidth of 100 kHz and insertion loss of 5 dB was simulate8ystemView. It was done using
a three pole Butterworth with a cutoff at 950 kHz and 1.05 MHMhkerefore the bandwidth of the IF
filter was 100 kHz. Another filter that would be suitable fasttask would be a Bessel filter, because
of its sharper cutoff compared to the Butterworth.

The IF Amplifiers

Because of lower gain in the LNA and the losses in the mixex,gain of one amplifier was not
sufficient to optimise the dynamic range of the receiver.ds\uherefore noted that, two IF amplifiers
one of 17 dB and the other of 12.6 dB and one final IF filters diesdrabove were needed to drive
the output of to the desired 0 dBm. VAM-93 Mini-Circuits opgonal amplifiers with a fixed gain of
17 dB at 1 MHz were used. The specifications for the two IF afrepdi are shown in table 5.3. The
specifications for the two amplifiers are similar, the onlifedence being the gain and that the 12.6
dB amplifier is called the VAM-90 in Mini-Circuits.

5.3.3 The IF I-Q Demodulation Stage

The output of the receiver chain was demodulated into thghliise and Quadrature channels. The
aim of the demodulation is to ensure that both the phase aptitade information about the target is
retained. Here the output signal is split into narrow basdbdand Q channels. Each channel is then
sampled using a high precision , low speed digitiser [3].
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Figure 5.4: Diagram showing how the I-Q Demodulation in Bgs¥iew was achieved.
5.3.3.1 Simulation of the Demodulation Stage

The output of the receiver chain was demodulated into thghlse and Quadrature channels as shown
in figure 5.4 . SystemView does not have a I-Q demodulatos ghgroup of tokens were assembled
together to simulate the demodulator. The final output IRaigrom the IF filter, was split into two
similar signals using a SystemView splitter PSplitter-2cBuse the output signal is at 1 MHz, the
local oscillator shown in figure 5.3 was used for demoduratidhe one signal was demodulated
with a local oscillator signal, that isos(w;rt,) , to produce the In-phase. The other signal was
demodulated using the)° phase shifted local oscillator signal, thatsis:(w;rt,,) , to produce the
Quadrature signal. This means that the reference of thédscalator was split into two signal, one
of them shifted by0°. The two | and Q signals were lowpass filtered using a 3 poléeBubrth IR
filter with a cutoff frequnecy of 1.05 MHz. The | and Q time repentation before the quantisation
of the signals is shown in figure 5.5 for the first three freques

5.3.3.2 Analogue to Digital Conversion or Quantisation

The analogue to digital conversion was done using a quantis&ystemView a quantiser performs
the same task as the analogue to digital converter. But iglsirbecause the quantiser does not need
clock synchronisation. The | and Q signals have a quotedmrmuini signal value of -2.686 mV and
-2.441 mV respectively. And a quoted maximum value of 5.3%1land 18.42 mV respectively. The

| and Q signals have a quoted mean noise value2ifl x 10-2mV and4.682mV respectively. A

14 bit quantiser with a voltage span of 2 V was used. The stepsithe quantiser therefore was
a= V;’;Z“ = 122 x 10~3mV and the number of quantisation levelié — 1 = 16383 . To be able

to do signal integration of the system, the thermal noisetrhegreater than/2 . The minimum
noise value wag.201 x 10~2mV which is greater thaf1.035,V . When no signal was present the
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Figure 5.5: The In-phase and Quadrature time domain pldétsdéhe quantisation or digitisation.
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noise toggled the quantiser and it sampled even when nolsigizapresent. The output data values
of the quantiser were then taken to Matlab for further sigmatessing. A SystemView diagram of
the completed receiver is shown in Appendix C. The rangelprplots of Matlab are also shown in
Appendix C.

5.4 Receiver Performance

The performance of the receiver system was based on thetdbiir, the receiver dynamic range,
the MDS. The purity of the power spectrum of the output sigves also observed. Figure 5.6 show
the output spectrum of the receiver given that the tranemhgignal was 10 dBm and the medium was
10 dB. The power of the output signal was observed to be -7 dBra.l and Q plots show an average
noise of 7.201%0~2 [mV] as as input to the quantiser. Thus the toggles the gs@ntd sample even
when no input signal is present.

5.4.1 Signal to Noise Ratio

5.4.2 Noise Figure

When the receiver simulation was designed above, it wasdftliat more gain was needed in the
IF stage in order to optimise the dynamic range of the receiltewas therefore noted that, two
IF amplifiers one of 17 dB and the other of 12.6 dB and one findili€rs described above were
needed to drive the output of to the desired 0 dBm. The ingunadito noise ratio at the input of the
receiver was calculated % = 89.54dB. From the above section the output signal to noise ratio is
f,—g = 126.89dB with the noise atV, = —126.9dBm, all being system values. Thus the noise figure is
% = —37.356dB. This value of the noise figure does not make sense. Thehland-calculation
of the noise figure gives

F—1 Fy—1
F=F +-2 43— . — 5dB
et oo T

whereF; = 2.7dB and(G; = 16dB. The long hand calculation gives a noise figure better than

specifications requirements. This is the genuine noisedigtithe system for the following reason.
The writer found that the dBm values of SystemView are in essalB. Because of that error in
the SystemView analysis window, the successive mean, mmignd maximum values for the noise
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Power Spectrum of Receiver Output Enlarged (dBm into 50 chm})
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Figure 5.6: Power Spectra at the receiver output.
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and signal are circumstantially erroneous. However, thieendecided to use the SystemView noise
figure value for the rest of the receiver analysis for simgyliccasons.

5.4.3 Compression and Third-Order Intermodulation

The power levels that exceed the 1 dB compression pBinaf an amplifier will cause harmonic
distortion and power levels in excess of the third orderrggpt pointP; will cause intermodulation
distortion. Therefore it is important to track the powerdisvthrough the stages of the receiver to
ensure thaP; and P; are not exceeded. This was conveniently done with a grapiedbrm shown

in figure 5.7. It was found that thB, and P; of the amplifiers and mixer were not exceeded as shown
in the figure 5.7.

The third-order intercept poire; was taken as the smallest of all the components in the system s
that is the minimumP; that should not be exceeded by the signal. Similar analogyusad forP,

. Thus the values foP; and P; respectively are 12.7 and 27 dBm. TRgvalues are not shown in

figure 5.7, because they are well above thelf P, cannot be exceed); cannot be exceeded as well.

5.4.4 Receiver Dynamic Range

The linear dynamic range of the system was calculated at
DRy = P, — Ny = 12.7 — (—126.9) = 139.6dB
The spurious free dynamic range was calculated at

2 2
DRy = S(Py = Ny = SNR) = £(27 — (~126.9) — 119.9) = 22.67dB

5.5 Summary

This chapter can be summarised as follows. A heterodynéeactire was chosen because the homo-
dyne architecture has limitations that the heterodyndyeagercome. Thus the receiver simulation
was a single conversion heterodyne with three stages. Bhstiige was the RF stage with a preselect
filter of 1L00MHz bandwith and a Mini-Circuit GALI-52 LNA RF apiifier. The function of thepre-
selecffilter is to reject out-of-band interference, which is pautarly important for preventing strong
interference signals from saturating the RF amplifier oranikhe second stage, the IF stage, the
bandpass filtered output of the low-noise amplifier is downwverted to an intermediate frequency.
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A reference of the transmitted frequency is mixed with thealmscillator frequency;, . This RF
mixing signal is then used to drive the receiver mixer. Thesreceived frequency, is mixed by
fr+ = fro , the transmit frequency offset by the IF frequency. The ougd the receiver mixer will
consist of the two difference terms added at the IF and thestwo terms which are rejected by the
IF filter. The two mixers used in the simulation were Mini-€liit ADE-3L mixers with a conversion
loss of 6.5 dB. The bandwidth of the IF filter was 100 kHz. THiefiwas designed in SystemView
using a three pole Butterworth filter with a cutoff at 950 kHdd .05 MHz. The output of the filter
was a signal with a 1 MHz carrier frequency. The third stage tha demodulation stage where the 1
MHz signal was demodulated into In-phase and Quadratur@onants using the local oscillator sig-
nal. The 1 MHz was split into two equal signals using SystezmX8 power splitter. The two signals
were then mixed with local oscillator at 1 MHz to basebana@#DE-3L mixers. The basebanded
signals were then digitised using high precision and lovedd& bit quantisers. The data was kept
into a file for further analysis in Matlab. The performancela# receiver was then conducted based
on the SNR, the third-order intermodulation and the dynaamge.
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Chapter 6

The Comparison of SFCW GPR to Impulse
GPR

6.1 Introduction

In this chapter the results of the comparison simulated SFKERR system will be presented. In

chapters 3, 4, and 5 the performance of the transmitter, ggium and the receiver was discussed
and results with regard their performance were shown. Fotrinsmitter, its performance is inves-
tigated in section 3.6. The propagation medium performasmesfiown in section 4.4. The receiver

performance is tested section 5.4. Therefore those resililtsot be repeated in this chapter.

For comparison purposes, both the Impulse and SFGPR radtansy were modified to have the
same propagation medium characteristics. Further motidictghat was made to the existing SFCW
system is described in section 6.2. The modified SFCW GPRsyperformance is discussed in
section 6.3. A summary of how range profiling and what it meanacluded followed by range
profiles of the two systems in section 6.5. The last secti@flprsummarise the performance of the
SFCW GPR compared to the Impulse GPR.

6.2 Modifying the existing system

When the SFGPR system performance was compared to the knm@dar system the following
modifications were made to the SFGPR.

e The system was simulated to do 50 profile per second, with gadile made up of 64 frequen-
cies. The number of frequency stepmsvas equal to 64. The 64 frequencies were transmitted
for a total of 20 milliseconds, such that 50 profiles were taikeone second. This required that
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each frequency be transmitted at most for a dwell tifyg,;; = 2021073/64 = 312.5us . For
the first carrier frequency, = 1M H =z , the period isly; = 1000ns . Therefore the dwell time
of 312.5us was adequate to allow a few cycles of each frequency to bertriétied as explained
in subsection 3.4. Thus the stop time in SystemView was sieatiwell time value to allow
50 profiles to be taken per second.

e The total radar bandwidth was made 100 MHz for the 64 fregesrnicansmitted. This resulted
in a calculated frequency stepsize/®f = By, /(n—1) = 1.5873M Hz . The theoretical range
resolution of the system therefore was? = 611.96mm for the same relative permittivity,

. The theoretical unambiguous range for the medium ®as,,, = 37.95m, which is 18.79
m better than for the above system which had 32 frequencg.stpe range bin spacing was
calculated al\z = 602.4mm .

e The IF filter bandwith was not changed, it was 100 kHz. Thetidigiion of the analogue
signal was being performed by a 14 bit quantiser. The quamiigs set to take 129 sample
per frequency which required a sample rate of 407.6 kHz . Tamtiser sample rate did not
change the system sample rate which was 400 MHz.

e The transmit signal power was 10mW into 50 ohm and the recems simulated to have a
noise figure of 5dB.

6.3 Testing The Modified System

The modified system performance was tested for the signalisematio and the minimum detectable
signal and dynamic range. The test results are shown below.

Signal to Noise Ratio

The performance of the modified system was tested brieflylesv® First to ensure that the trans-
mitted signal had a power level of 10 dBm, the power spectritimestransmitted signal was observed
figure 6.1 (a). The transmitted signal propagated into a 1@tt#huative medium. The input to the
receiver, which is the output form the medium is shown in &gl (b). From the two plots, the side-
lobes are very tightly packed and narrower, because the euaflfrequency steps was increased and
the frequency stepsize decreased. At a carrier frequentyiiiz, the first transmitted and received
signal peaks. Theoretically, a 10 dB attenuator with antimower of 10 dBm, has a 0 dBm power
output.

Practically, the signal at the output of the medium was nat beit -7.129 dB. The SNR of the input
to the receiver was calculated &V R; = Sy — Ny = —7.129 — (—83.47) = 76.34 dB. The received
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Power Spectrum of One Transmitted Signal {dBm into 50 ohm)
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Figure 6.1: Figure 6.1 (a) shows the transmitted spectruthefirst transmitted signal. Figure 6.1
(b) shows the received spectrum with a power level closerm. ze
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Power Spectrum of Receiver Output {Comparison System)
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Figure 6.2: Power Spectrum of the Receiver Output.

signal entered the receiver described in section 5.3. Thmbpower spectrum at the receiver chain
is shown in figure 6.2

The output power spectrum of this system had a peak powdrdévé0 dBm at 1 MHz. The SNR
at the output is 101.3 dB, with the mean noise value at theubdtping/ Ny, = —141.3dBm. Thus
the noise figure of the receiver was= SNR;, — SNRy = 76.34 — 101.3 = —24.959 dB. This was
another error by SystemView. Notice that adding 30 dB tovthlse gives 5 dB. This also proves that
the SystemView analysis window is giving erroneous valnegBm.

Minimum Detectable Signal

The minimum detectable signal calculated from the aboveeghnd from the fact that and P;
equal to 12.7 and 27 dBnsee5.4.3, is shown here. The linear dynamic range was calcllzte
DR, = 154 dB and the spurious free dynamic range was calculatédigt = 44.67 dB.

I-Q Demodulation

The output signals at the output of the | and Q channels amgrshofigure 6.3. The time domain plots
shown here are at the input of the quantiser, before quaintisal he important aspect of this figure
is the average signal and noise voltage. The average ndisg&as important because it toggles the
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quantiser. As explained in subsection 5.3.3.2, a 14 bitugerwith a 2 V voltage span has a stepsize
a = V;’{z" = 122 x 1073mV . To be able to do signal integration of the system, the thenoiae

must be greater tha®/2 . The minimum average noise value between | and Q for thiesystas
1.879 x 10~'mV which is greater than/2 . This is done so that signal averaging in post processing
can be possible. The peak quantisation power for this syseR,, .. = 30 + 1Olog(“25#) =
—16.05[dBm).

6.4 Range Binning

The first step in the computer processing of the stepped érexyusignals is range binning, that is
organising the data in a range-frequency matrix. Each obth&equencies has 129 samples of it
taken both in the | and the Q channel. Each sample is a numbeach frequency an average value
of the sample numbers was taken for each | and Q. Since the@direquency steps, it means 64
averages were taken forming 64 complex samples;@ . This is shown below for only, , f; and

f> of the | channel.

f0 f1 f2
In Phase
i average ‘129 average 258 average 387
I0 |1 I

2

Figure 6.4: This figure shows the number of samples that &entéor each frequency. An average
of the sample values is then taken which gives one | values flduiire only depicts three frequencies.

These complex samples form an array with 64 rows. The inviasteFourier transform of these
complex was taken and the time plot is called the high rangelu&on profile. The number of
frequencies is in the x-axis of the plot and the y-axis regmethe magnitude of the IFFT.

6.5 Range Profiling

The final step in the processing of the stepped frequencykignange profiling. This was also done
using Matlab. The Matlab code shown in Appendix D, was useplddbthe range profiles for this
comparison system. The formula of subsection 3.6.4 was wsptbt the range profile. This was
done in Matlab. The Matlab code is included in apppendix QuFe 6.5 shows the range profiles of
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Figure 6.3: The time domain representation of the | and Qadgymefore quantisation.
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Figure 6.5: The Range Profiles of both the SFCW GPR and the GEoBHR Impulse radar systems.
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| Transmitted Power?, | Generated PoweP | Transmitter Bandwidth | Pulse Repetitive Periofd
| 26 dBm | 48 dBm | 100 MHz | 550 ns |
| Transmitted Voltagd/, | Generated Voltage, | Pulse Repetition Frequendy Pulse width |
| -65.29 V | 1000 V | 1.8018 MHz | 8 ns |

Table 6.1: GeoMole Transmitter Specifications

| Gain | Bandwidth| Noise Figure| Dynamic Range Penetration Depth Range Resolution
| | 1I00MHz | 5dB | | | |

Table 6.2: GeoMole Receiver Specifications

the SFCW and the impulse system. Because zero padding wademetor the SFCW shown here,
the smooth peaking of the sinusoid with noise is now showroasen This was done so as to show the
effect of zero padding in signal processing. Plots are ohetlin Appendix D that show a zero padded
signal and a signal that is not zero padded. With zero padthegignal would be smooth. The peak
signal value at R = 15 m wdg, =0.055 and the average noisélis,; =0.015 for the SFCW. From
figure 6.5 (b) it was noted that the peak signal value at R = 5 ;i\®@2 and the average noise is 0.
The peak signal to noise power for the SFCW is therefofeV R = VPQ/VTmS =

6.6 GeoMole BoreHole Impulse Radar Specifications

The reader is referred to a dissertation by Guma et al [4] Herdimulation, discussion and per-
formance testing of the GeoMole BHR impulse radar systemrred to here. The transmitter and
receiver specification values for the GeoMole impulse rageisummarised in tables ?/ and ?/.

6.6.1 GeoMole Impulse Radar Transmitter

6.6.2 GeoMole Impulse Radar Receiver

6.7 SFCW GPR vs GeoMole BHR Impulse GPR

From table 6.2, the impulse radar has a receiver dynamiecrah@4.8 dB and the SFCW GPR has
a dynamic range of 154 dB . The comparison between the SFCWharidhpulse is shown in table
6.3. The stepped frequency radar transmits the smallestawt still proves to be the better system.
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| | SFCW GPR | GeoMole BHR Impulse GPR

P, 10 dBm 26 dBm
L 10dB 10dB
SNRy 101.3dB 5.09 dB
DR, 154 dB 74.8dB
DRy 44.67 dB 47.47 dB
R4 | 15m [no stacking] 13.5 m [no stacking]
[ P [ 127dBm | 13 dBm |
[ P ] 27dBm ] 14.5 dBm |

Table 6.3: The SFCW versus GeoMole BHR Impulse Radar.

6.8 Summary

The performance of a SFGPR system was found to be better ieampulse system as shown in
the table6.3. The SNR and linear DR of the SFCW was betterttheuimpulse. The spurious free
dynamic range of the impulse is greater than that of the SFI0\&.receiver of the SFCW was seen
to have a lower first order compression point, but a highedtbrder point. The general SFCW
compared to the GeoMole BHR Impulse system was better.

Nonetheless, it was found that stacking of signals was isiptesin SystemView for a SFCW since
memory ran out. This resulted into stacking not being pentd for the SFCW system. It was
however found that stacking would possible in Matlab. Théswot done because of time constraints.
A Matlab code for stacking 64 signals would have consumedmtiute and affect the completion of
the project. The stacking is thus mentioned here for futuekw
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Chapter 7
Conclusion and Recommendations

Based on the findings of this report and the experience gaaedg the work, the following conclu-
sion can be drawn:

e A stepped frequency continuous wave ground penetratiray aas simulated using SystemView
and found to operate satisfactorily. Several limitatiomsevfound and recommendations on an
improved second simulation are given.

e A 1-100 MHz CW transmitter was simulated using the varialdeameter method, and its
performance was tested. The transmitter performance waeptgnal well. The spectrum
purity of the transmitter led to a good signal to noise ratitha transmitter output. The phase
noise was found not degrading the performance of the tratesnitven thou not all transmitted
signals were observed to have power level of 10 dBm, no frequgtter was experienced in
the transmitter. The transmitter simulation was completét a transmit antenna simulated
with filter models and attenuators.

e The propagation medium simulation was kept simple. A bettedium simulation was sug-
gested where the attenuation versus frequency relatipmgs used. Research had shown that
attenuation increases with frequency, this fact was usedggest an alternative to the simple
ground simulation. Furthermore, how this can be done ineé3ystew was described in great
detail.

¢ A heterodyne architecture receiver system was chosen logdramodyne because of its capa-
bilities. A 1-100 MHz CW receiver using a single IF system wesulated, and its performance
tested. The dynamic range of this receiver was measuredvitio8 is less than or greater than
. Improvements on the receiver simulation to increase tmautyc range are given in the rec-
ommendations.
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e The demodulation stage of the receiver was simulated anatiftm operate satisfactory. The
amount of noise signal at the demodulator output was foube tmportant of signal averaging.
The mean noise value was used to toggle the quantiser, swiieat signal integration takes
place the signal would separates itself from noise.

e A Signal processing code was compiled in Matlab and usedttrothe high range resolution
of the radar. The code was found to operate unsatisfactberdnge profile obtained from the
code is shown in Appendix D. Improvements on the code arengivéhe recommendations.
The performance of the completed simulation was testechaggai Geo Mole BHR impulse
radar system. Practically , the performance of the SFCW wasd satisfactory. The linear
dynamic range of the SFCW was 79.2 dB above the impulse systen the transmit power
of SFCW was 10 dBm. The transmit power of the GeoMole Impudskar was calculated at
26 dBm and the losses in both systems were 10 dB. Also, boteregsvere simulated to have
antenna gains of 0 dB. The overall performance of the SFGB& mmpared to impulse radar
system is better.

Based on the findings of this report, the experienced gaimedigh the work and the above conclu-
sions, recommendations on improvements on the system &me fwwork are made. These recom-
mendations should be used to optimise the simulation irgméxt level.

7.1 Transmit Antenna Improvements

The transmit antenna simulation was merely done using fittedels with a gain of O dB in the

passband for this simulation. It is recommended that , resdraa imperfections used in SFCW
GPR, be simulated and incorporated with this design. Thilsinvprove the signal to noise ratio at
the output of the transmitter even more.

7.2 Propagation Medium

The concept of developed in chapter 4, of the linear relatgmbetween the attenuation and the
frequency should be investigated further. Ground modedsdban that concept will then be simulated
and incorporated in the simulation. This will drive the slation more to the real SFCW GPR
simulator.
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7.3 Signal Processing

The time extent to which this project could be finished wasanestimated. Therefore better signal
processing methods could not be covered. It is highly recentad to improve the signal processing
code used. Improvements on the code will result in huge ingrents in the range profile plots.
Because also SystemView runs out of memory when stackinglams, methods that will eliminate
this problem can be of great significance.
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Appendix A

Dynamic Range

A.1 The Dynamic Range

Since thermal noise is generated by almost any lossy riealminponent, the ideal linear component
does not exist in the sense that its output is always exaotiygstional to its input excitation. Thus
all realistic components are non-linear at very low poweelg due to noise effects. And all practi-
cal components become non-linear at high power levelsriistance, in amplifiers the gain tend to
decrease for large values of the output voltage, this effecalledgain compressior saturation
Physically, this is usually due to the fact that the instaatais output voltage of an amplifier is limited
by the power supply voltage used to bias the active deviceitler case, these effects set a minimum
and maximum realistic power rangedynamic rangever which a given component will operate as
desired.

To quantify the linear operating range of the amplifier, wérskethe1ldB compression poiras the
power level for which the output power has decreased by 1dB fihe ideal characteristic. This
power level is usually denoted k¥, , and can be stated in terms of either the input or the output
power. That is, either referred to the input or referred tdhtput. We then define intermodulation
distortion.

A.1.1 Intermodulation Distortion

Consider awo toneinput voltage, consisting of two closely spaced freques)cie andws :

v; = Vo(coswit + coswat)

The output voltage will consist of harmonics of the form
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R L,

W'Z_ W , W W, 2w, 2w, 3w, 3w,

Figure A.1: Output spectrum of second and third order tweetmtermodulation products, assuming
w1 < wy . This figure was taken from [12], but redrawn by the writemngsxfig.

mwi + nwsy

withm,n=0,+14+2 4+3,....... These combinations of the two inputs frequenciesaliedintermodu-
lation products and theorder of a given product is defined &s| -+ |n|. All the second order products
are undesired in an amplifier, but in a mixer the sum or diffeesform the desired outputs. In either
case, ifw; andws, are close, all the second-order products will be far ftonor w,, and can easily be
filtered (either passed or rejected) from the output of threanent.

The cube term leads to six intermodulation produ@si, 3ws, 2w; + wo, 2ws + w1, 2wy — wo and
2wy — wy. The first four of these will be located far from andw, and will typically be outside the
passband of the component. But the two difference termsuygegdroducts located near the original
input signals as shown in figure A.1, and so cannot be eaddydd from the passband of an amplifier.
Figure A.1 shows a typical spectrum of the second- and thricer two tone intermodulation products.
For an arbitrary input signal consisting of many freques@é varying amplitude and phase, the
resulting in-band intermodulation products will causeatigon of the output signal. This effect is
calledthird order intermodulation distortionFinally we define the third-order intercept point.

A.1.2 Third-Order Intercept Point

The output power of the first order, or linear product, is mdipnal to the input power and so the line
describing this response has a slope of unity before cormsipresThe line describing the response
of the third-order products has a slope of three. The secoder products are outside the passband,
therefore do not affect the response. The linear and thikraesponses will exhibit compression at
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high input powers, we show the extension of their idealigsgponses with dotted lines. Since the two
lines have different slopes, they will intersect at a polmivae the onset of compression, as shown in
the figure. This hypothetical intersection point, wherefirgt order and third order powers are equal
is called thethird-order intercept pointdenotedPs , and specified as either an input or an output
power.

P

>

P, 1dB — —
! /

%dBm

DR
DR,

Noise level

J\/\_f\_/\/_/
R

P (dBm)

Figure A.2: lllustrating linear dynamic range and spuritree dynamic range. This figure was taken
from [12] , and redrawn by the writer using Xfig.

Thelinear dynamic rangef a power amplifier, therefore will be, the power range tisdimited at
the low end by noise and at the high end by the 1dB compressimt. prhat is,DR;, = P, — Nj.
For low-noise amplifiers, operation may be limited by noiskea end and the maximum power level
for which intermodulation becomes unacceptable. 3jrious free dynamic rangs defined as the
maximum output signal power for which the power of the trorder intermodulation product is equal
to the noise level of the component. Thafls;(dB) = 2(P; — N) .

A.2 Receiver Dynamic Range

The linear dynamic range and spurious free dynamic rangeited above are useful in the context of
characterising an individual component. The receivingesysdynamic range involves the minimum
detectable signal power, which is dependent on the type afulation used in the receiving system,
as well as the noise characteristics of the antenna and/eec&he receiver dynamic range is defined
as

mazximum allowable signal power

DR, =

minimum detectable signal power

where the minimum detectable signal is defined as
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Simin = kB(Ta + Te)(_o)mzn
No

and T, is the antenna temperaturg, is the equivalent temperature of the receiving system, and

(ff—g)mm is the minimum SNR required for that application. This appeis an extract from Pozar et

al [12] , summarised by the writer.
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Appendix B

SystemView Figures

Because SystemView does not support copy of its token fignted.yx. The SystemView token
figures were printed separately.

Figure B.1 is the simulation of the transmit antenna systrawing also the sinusoid that generates
the SFCW.

Figure B.2 is the figure showing demodulation.
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Figure B.1: SystemView Transmit Antenna
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Figure B.3: Demodulation in SystemView.
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Appendix C

Matlab Signal Processing

This is a Matlab code that was used to compute the average patdrequency for the | channel. The
code below was used in the comparison system of chapter @ele@hfrequencies. All these Matlab
code were compiled with the assistance of Guma Kahimbaara.

% this code conputes the average sanple

%val ue per frequency for the I channe

% here should be 64 average val ues since

% here are 64 frequenci es per channel

| = Final val ue_3pul ses_|I out;

N =64; %\unber of frequency steps

n =129; 9%\unber of sanples per frequency

Sv =0; %sum of all sanple val ues per frequency
Sav = []; %average sanple value for 129 sanples

for i =1:N
for j = 1+((i-21)*129):129+((i-1)*129)
if j <8193
Sv = Sv +1(j,2) %th row second col um
end
end
Sav(i)= Sv/129; % aking the average val ue of the sum
Sv = 0;
end
Sav

A similar code was used to obtain the 64 average values faQtblkeannel. The difference being the
data values that were used.
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Q = Final val ue_3pul ses_Il out;
N =64;
n =129;
Sv =0;
Sqav = [];
for i =1:N
for j = 1+((i-1)*129):129+((i-1)*129)
if j < 8193
Sv = Sv +1(j,2)
end
end
Sgav(i)= Sv/130;
Sv = 0;
end
Sgav

When the 64 | and Q channels average samples were taken, desolmy) Q was formed. The
magnitude response of the inverse FFT of the complex samaleshen plotted as follows:

% his code forns the 64

&conpl ex sanples |+ Q

%l ots the absol ute val ue of

% he ifft for the 64 frequencies
% his is what we call the high

% esol ution range profile

p = 8192; % does the zero paddi ng
& o obtain a snooth pl ot

N sanpl es = 8192;

dt = 8.138e-11,;

t start = 0;

df =1/ (N_sanpl es*dt);

V = conpl ex(Sav, Sgav);

f = [0:1: (N sanples)/2-1,-(N sanples+1)/2: 1:-1]*df ; %sets the range done
plot (f, abs(ifft(V,p)));

figure

The first plot shows the range profile before zero padding. SEwend plot shows the same figure
after zero padding .
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Figure C.1: Range profiles for the comparison system showigre zero padding and after zero
padding.
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Zero padding was done onto the 64 frequencies in order to tntle® range profile plot. The plot had
sharp corners without zero padding. Thus it was very impottaat zero padding be implemented.
The concept of zero padding comes from the relationship é@tvthe number of frequency steps and
the range resolution. For a SFCW GPR witlr 64 andAf = 1.5M Hz , and bandwidth of 100
MHz transmitted for 20 ms. Each frequency is transmitted32.5 microseconds. Without zero
padding or adding extra samples, the same time spacing vapplg to the range profile in the time
domain. This will not lead to HRR, 312.5 IS > 10 ns.The IFFTlté 64 frequency steps leads to a
time domain profile with a two way time resolution of 10 narmm®ls.This is the ability to resolve
between two targets separated by a time t seconds.Nw zedingaadds extra samples in the time
domain, which makes high range resolution possible. With padding the samples are separated by
a very small time interval, and thus can resolve targetsragghby small time space. That is, targets
separated by a small amount t will be resolved because thera@e samples taken in the time plot.
As the number of frequency steps increases, the range tiesoflos becomes better.
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